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THEME 1

ARITHMETIC PROGRESSIONS

it looked like only a hop, skip, and jump on the map, but the drive took
six hours

—Merriam-Webster Dictionary, [Mer23]

1.1 January 18
Here we go.

1.1.1 House-Keeping
We’re teaching analytic number theory. Here are some notes.

• We will be referencing [Dav80] mostly, but we will do some things that Davenport does not do. For
example, we will discuss the circle method, for which we refer to [Dav05].

• We will assume complex analysis, at the level of Math 185. We will use some Fourier analysis, but
we will discuss the relevant parts as we need them. Of course, because this is number theory, we will
assume some algebra, such as characters on abelian groups.

• There is a website here, which includes a list of topics. Notably, there is a website for a previous version
of the course.

• Grading is still up in there, as is the syllabus. Tentatively, grading will be as follows: by around the
middle of the semester, there will be a list of recommended papers to read. Then we will write a 2–6-
page report and present it to Professor Zhang. We will not have problem sets.

• Tentatively, o�ce hours will be 90 minutes before lecture on Monday and Wednesday, in Evans 813.

• We should all write an email to Professor Zhang to introduce ourselves; for example, say what you’re
looking forward to in the course.

1.1.2 Facts about Dirichlet Series
In this first part of the course, we will be moving towards the following result.
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1.1. JANUARY 18 191: ANALYTIC NUMBER THEORY

Theorem 1.1 (Dirichlet). Fix nonzero integers a, q ∈ Z such that gcd(a, q) = 1. Then there exist infinitely
many primes p such that p ≡ a (mod q).

The statement of Theorem 1.1 is purely elementary, but the standard proof uses complex analysis.
The functions we will do analysis on are generalizations of the Riemann ζ function, defined as

ζ(s) :=

∞∑
n=1

1

ns
,

which converges absolutely for s ∈ C such that Re s > 1. Indeed, we can show this.

Proposition 1.2. Let f : N → C denote a sequence of complex numbers such that |f(n)| = O (nσ) for
some σ ∈ R. Then the series

D(s) :=

∞∑
n=1

f(n)

ns

converges absolutely for s ∈ C such that Re s > σ + 1. Thus, D(s) defines a holomorphic function in
this region.

Proof. We are given |f(n)| ≤ Cnσ for some C > 0. Thus, showing the absolute convergence is direct: note
∞∑
n=1

∣∣∣∣f(n)

ns

∣∣∣∣ ≤ C ∞∑
n=1

1

nRe(s)−σ ,

which converges because Re(s)− σ > 1.
We can now convert absolute convergence to uniform convergence of the partial sums {Dn}n∈N of D,

from which Lemma A.15 will finish. Fix some compact subset D ⊆ U , and we want to show Dn → D
uniformly onD. BecauseD is compact, there exists s0 ∈ D with minimal Re s0; define σ0 := Re s0. Now, the
series

∞∑
n=1

|f(n)|
nσ0

converges by our absolute convergence.
As such, for any ε > 0, select N such that n0 > N implies∑

n>n0

|f(n)|
nσ0

< ε.

Thus, for any s ∈ C and n0 > N , we see

|D(s)−Dn0(s)| =

∣∣∣∣∣ ∑
n>n0

f(n)

ns

∣∣∣∣∣ ≤ ∑
n>n0

|f(n)|
nRe s

≤
∑
n>n0

|f(n)|
nσ0

< ε,

which is what we wanted. �

It follows from Proposition 1.2 that ζ(s) defines a holomorphic function on Re s > 1.

1.1.3 The Euler Product
The following factorization is due to Euler.

Definition 1.3 (multiplicative). Let f : N→ Cbe a function. Then f is multiplicative if and only if f(nm) =
f(n)f(m) for any n,m ∈ N such that gcd(n,m) = 1.
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1.1. JANUARY 18 191: ANALYTIC NUMBER THEORY

Proposition 1.4. Let f : N → C be a multiplicative function such that |f(n)| = O (nσ). For any s ∈ C
such that Re s > σ + 1, we have

∞∑
n=1

f(n)

ns
=

∏
p prime

( ∞∑
k=0

f
(
pk
)

pks

)
.

In fact, the product converges absolutely and uniformly on compacts.

Proof. Fix s ∈ C with Re s > σ+ 1. Roughly speaking, this follows from unique prime factorization in Z. For
and N and M to be fixed later, define

PN,M :=
∏
p<N

(
M−1∑
k=0

f
(
pk
)

pks

)
,

and define PN,∞ analogously. Define AN,M to be the set of integers n such that the prime factorization of
n includes primes less than N each to a power less than M , and define AN,∞ analogously. Note AN,M is a
finite set, so the distributive law implies

PN,M =
∑

n∈AN,M

f(n)

ns
.

To begin, we fix N and claim

PN,∞
?
=

∑
n∈AN,∞

f(n)

ns
.

Note PN,∞ = limM→∞ PN,M , so we fix some M > 0 and compute∣∣∣∣∣∣PN,M −
∑

n∈AN,∞

f(n)

ns

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑

n∈AN,∞\AN,M

f(n)

ns

∣∣∣∣∣∣ ≤
∑

n/∈AN,M

∣∣∣∣f(n)

ns

∣∣∣∣ .
Now, the smallest n such that n /∈ AN,M is at least 2M , so we see∣∣∣∣∣∣PN,M −

∑
n∈AN,∞

f(n)

ns

∣∣∣∣∣∣ ≤
∑
n≥2M

∣∣∣∣f(n)

ns

∣∣∣∣ ,
which now vanishes asM →∞ because

∑∞
n=1 f(n)/ns converges absolutely by Proposition 1.2. This com-

pletes the proof of the claim.
We now send N →∞ to finish the proof. For any N > 0, we use the claim to note∣∣∣∣∣PN,∞ −

∞∑
n=1

f(n)

ns

∣∣∣∣∣ =

∣∣∣∣∣∣
∑

n/∈AN,∞

f(n)

ns

∣∣∣∣∣∣ ≤
∑

n/∈AN,∞

∣∣∣∣f(n)

ns

∣∣∣∣ .
Now, we note that the smallest n /∈ AN,∞ is at least N because any n < N has a prime factor less than N ,
so ∣∣∣∣∣PN,∞ −

∞∑
n=1

f(n)

ns

∣∣∣∣∣ ≤ ∑
n≥N

∣∣∣∣f(n)

ns

∣∣∣∣ ,
and now we see that the right-hand side goes to 0 as N →∞ because

∑∞
n=1 f(n)/ns converges absolutely

by Proposition 1.2. The equality follows.

8
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It remains to show that the product converges absolutely and uniformly on compacts. We use Proposi-
tion A.25. Indeed, fix some compact D ⊆ {s : Re s > σ + 1}. Now, we want to upper-bound

ap(s) = −1 +

∞∑
k=0

f
(
pk
)

pks
=

∞∑
k=1

f
(
pk
)

pks

on D. Well, let σ0 denote the (achieved!) minimum of the continuous function Re: D → R, and note that
σ0 > σ + 1. Now, f(n) = O (nσ) promises some constant C such that |f(n)| ≤ Cnσ for all n. Thus, we see

|ap(s)| ≤
∞∑
k=1

∣∣∣∣∣f
(
pk
)

pks

∣∣∣∣∣ ≤ C
∞∑
k=1

pkσ

pkσ0
= C · pσ−σ0

1− pσ−σ0
< Cpσ−σ0 .

Notably, the geometric series converges because pσ−σ0 < p−1 < 1. However, this finishes our check of
absolute convergence by Proposition A.25 because

∑
p prime

Cpσ−σ0 < C

∞∑
n=1

1

nσ0−σ

converges because σ0 − σ > 1. �

Corollary 1.5. We have

ζ(s) =

∞∑
n=1

1

ns
=

∏
p prime

1

1− p−s
.

Proof. By Proposition 1.4, we see

ζ(s) =
∏

p prime

( ∞∑
k=0

1

pks

)
=

∏
p prime

1

1− p−s
,

which is what we wanted. �

We can now use Corollary 1.5 to give a proof of the infinitude of primes.

Theorem 1.6. There are infinitely many primes. In fact,∑
p prime

1

p
= +∞.

Proof. Throughout the proof, s will be a real number greater than 1. The key estimate is to note

ζ(s) =

∞∑
n=1

1

ns
≥
∫ ∞

1

x−s dx = − 1

1− s
,

which goes to +∞ as s→ 1+. In particular, log ζ(s)→ +∞ as s→ 1+.
The last ingredient we need is to bound the Euler product of Corollary 1.5. In particular, we see

log ζ(s) = log

( ∏
p prime

1

1− p−s

)
=
∑
p prime

− log
(
1− p−s

)
.

9
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(Formally, one should cap the number of factors and then send the number of factors to infinity.) Using the
Taylor expansion of− log(1− x), we now see

log ζ(s) =
∑
p prime

( ∞∑
k=1

1

kpks

)
=

( ∑
p prime

1

ps

)
+
∑
p prime

( ∞∑
k=2

1

kpks

)
.

We would like to focus on
∑
p 1/ps, so we quickly show that the other sum converges. All terms are positive,

so it su�ces to show that it is bounded above, for which we see

∑
p prime

( ∞∑
k=2

1

kpks

)
≤
∑
p prime

( ∞∑
k=2

1

pk

)
=
∑
p prime

1/p2

1− 1/p
≤
∞∑
n=2

1

n(n− 1)
=

∞∑
n=2

(
1

n− 1
− 1

n

)
= 1,

where we have telescoped in the last equality. Letting the value of this sum be S(s), we see

log ζ(s)− S(s) =
∑
p prime

1

ps
<
∑
p prime

1

p
.

Now, as s→ 1+, we see log ζ(s)− S(s)→ +∞, so the theorem follows. �

The proof of Theorem 1.1 more or less imitates the argument of Theorem 1.6. Roughly speaking, we will
show that ∑

p prime
p≡a (mod q)

1

p
= +∞,

from which our infinitude follows. Finding a way to extract out the equivalence class a (mod q) will use a
little character theory.

1.1.4 Characters
Throughout, our groups will be finite and abelian, and actually we will be most interested in the abelian
groups Z/nZ and (Z/nZ)× for integers n. Formally, here is our definition.

Definition 1.7. Fix a positive integer n. Then we define (Z/nZ)× as the units in Z/nZ, which is {a
(mod n) : gcd(a, n) = 1}.

Remark 1.8. It is a fact that (Z/pZ)× is cyclic for any prime p. This is nontrivial to prove; we will show it
later in Proposition 3.2.

Notably, given a prime factorization n =
∏
p|n p

νp(n), there is an isomorphism of rings

Z/nZ ∼=
∏
p|n

(
Z/pνp(n)

)
and hence also an isomorphism of multiplicative groups, upon taking units.

Having said all that, the theory is most cleanly build working with general finite abelian groups.

Definition 1.9 (dual group). Let G be a group. Then the dual group is Ĝ := Hom(G,C×), where the
operation is pointwise. Its elements are called characters.

Notation 1.10 (principal character). There is a “trivial” character 1: G → C× sending g 7→ 1, which is
the identity. We might call 1 the principal character; we might also denote 1 by χ0.

10
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Notation 1.11 (conjugate character). If χ : G→ C× is a character, then note that χ : G→ C× defined by
χ(g) := χ(g) is also a character. Indeed, conjugation is a field homomorphism.

Remark 1.12. If G is a finite group, we note that any χ ∈ Ĝ and g ∈ G has

χ(g)#G = χ
(
g#G

)
= 1,

so χ(g) is a (#G)th root of unity. In particular, |χ(g)| = 1, so χ(g) = χ(g)−1 = χ
(
g−1

)
.

It will be helpful to have the following notation.

Notation 1.13. We might write e : C→ C for the function e(z) := exp(2πiz).

We now begin computing Ĝ for finite abelian groups.

Lemma 1.14. Suppose G and H are groups. Then Ĝ × Ĥ ∼= Ĝ×H by sending (χG, χH) to (g, h) 7→
χG(g)χH(g).

Proof. We have the following checks. Let eG and eH be the identities of G and H, respectively.

• Well-defined: given (χG, χH) ∈ Ĝ × Ĥ, define ϕ(χG, χH) : G × H → C× by ϕ(χG, χH) : (g, h) 7→
χG(g)χH(h). Note ϕ(χG, χH) is a homomorphism: we have

ϕ(χG, χH)((g, h) · (g′, h′)) = ϕ(χG, χH)(gg′, hh′)

= χG(gg′)χH(hh′)

= χG(g)χH(h)χG(g′)χH(h′)

= ϕ(χG, χH)(g, h) · ϕ(χG, χH)(g′, h′).

• Homomorphism: to show ϕ is a homomorphism, we have

ϕ((χG, χH) · (χ′G, χ′H))(g, h) = χG(g)χ′G(g)χH(h)χ′H(h) = ϕ(χG, χH)(g, h) · ϕ(χ′G, χ
′
H)(g, h),

so ϕ((χG, χH) · (χ′G, χ′H)) = ϕ(χG, χH) · ϕ(χ′G, χ
′
H).

• Injective: if ϕ(χG, χH) = 1, then

χG(g)χH(h) = ϕ(χG, χH)(g, h) = 1

for all g ∈ G and h ∈ H. Setting g = eG shows that χH = 1, and similarly setting h = eH shows that
χG = 1. Thus, (χG, χH) = (1, 1).

• Surjective: given a character χ : (G×H)→ C×, define χG(g) := χ(g, eH) and χH(h) := χ(eG, h). Note
χG is a character because

χG(gg′) = χ(gg′, eH) = χ(g, eH)χ(g′, eH) = χG(g)χG(g′).

Switching the roles of G and H shows that χH is also a character. Lastly, we note ϕ(χG, χH) = χ
because

ϕ(χG, χH)(g, h) = χ(g, eH)χ(eG, h) = χ(g, h).

This completes the proof. �
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Lemma 1.15. Suppose G = Z/nZ for a positive integer n. Then χ• : Z/nZ ∼= Ĝ by sending [k] to the
character χk : [`] 7→ e(k`/n).

Proof. To begin, note χk : Z→ C× defines a homomorphism because

χk(`+ `′) = e

(
k(`+ `′)

n

)
= e

(
k`

n

)
e

(
k`′

n

)
= χk(`)χk(`′).

Further, note χk(n`) = e(k`) = 1 for any n` ∈ Z, so nZ ⊆ kerχk. It follows that χk produces a homomor-
phism χk : G→ C×.

We now note that χ• : Z→ Ĝ defines a homomorphism: for any [`] ∈ G, we see

χk+k′([`]) = e

(
(k + k′)`

n

)
= e

(
k`

n

)
e

(
k′`

n

)
= χk([`])χk′([`]).

Additionally, χnk([`]) = e(k`) = 1, so χnk = 1, so nk ∈ kerχ•. It follows that χ• produces a homomorphism
χ• : Z/nZ→ Ĝ.

It remains to show that χ• is a bijection. We have two checks.

• Injective: suppose χk = 1 for k ∈ Z. We must show k ∈ nZ. Well, we must then have

1 = χk([1]) = e(k/n),

which forces n | k.

• Surjective: given some character χ : G → C×, we note χ([1])n = χ([0]) = 1, so χ([1]) is an nth root of
unity. Thus, there exists k such that χ([1]) = e(k/n) = χk([1]). Thus, for any ` ∈ {0, 1, . . . , n − 1}, we
see

χ([`]) = χ([1] + · · ·+ [1]︸ ︷︷ ︸
`

) = χ([1]) · . . . · χ([1])︸ ︷︷ ︸
`

= χk([1]) · . . . · χk([1])︸ ︷︷ ︸
`

= χk([`]),

so χ = χk follows. �

Proposition 1.16. Let G be a finite abelian group. Then G ∼= Ĝ.

Proof. By the Fundamental theorem of finitely generated abelian groups, we may write

G ∼=
n∏
i=1

Z/niZ

for some positive integers ni. Thus, using Lemma 1.14 and Lemma 1.15, we compute

Ĝ ∼=
̂(
n∏
i=1

Z/niZ

)
=

n∏
i=1

Ẑ/niZ ∼=
n∏
i=1

Z/niZ ∼= G,

which is what we wanted. �

Proposition 1.16 might look like we now understand dual groups perfectly, but the isomorphism given there
is non-canonical because the isomorphism of Lemma 1.15 is non-canonical. In other words, given some
g ∈ G, there is in general no good way to produce character χ ∈ Ĝ.

However, there is a natural map G→ ̂̂
G which is an isomorphism.

12
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Proposition 1.17. Fix a finite abelian group G. Define the map ev• : G → ̂̂
G by sending g ∈ G to the

map evg ∈
̂̂
G defined by evg : χ 7→ χ(g). Then ev• is an isomorphism.

Proof. We begin by checking that ev• is a well-defined homomorphism. For each g ∈ G, we see evg : Ĝ →
C× is a homomorphism because

evg(χχ
′) = χ(g)χ(g′) = evg(χ) evg(χ

′).

Further, ev• is a homomorphism because

evgg′(χ) = χ(g)χ(g′) = evg(χ) evg′(χ).

It remains to show that ev• is an isomorphism. We claim that ev• is injective, which will be enough because
|G| = | ̂̂G | by Proposition 1.16.

For this, we appeal to the following lemma.

Lemma 1.18. Fix a finite abelian group G with identity e. If g 6= e, then there exists χ ∈ Ĝ such that
χ(g) 6= 1.

Proof. Using the Fundamental theorem of finitely generated abelian groups, we may write

G ∼=
n∏
i=1

Z/niZ

for positive integers ni ≥ 2. Moving our problem from G to the right-hand side, we are given some (gi)
n
i=1

such that [gi] 6= [0] for at least one i, and we want a character χ such that χ ((gi)
n
i=1) 6= 1. Without loss of

generality, suppose that g1 6= 0 and define χ by

χ ((ki)
n
i=1) := e(k1/n1).

Certainly χ ((gi)
n
i=1) = e(g1/n1) 6= 1, so it remains to show that χ is a character. This technically follows

from Lemma 1.14, but we can see it directly by computing

χ ((ki)
n
i=1 + (k′i)

n
i=1) = e(k1/n1)e(k′1/n1) = χ ((ki)

n
i=1)χ ((k′i)

n
i=1) .

This completes the proof. �

The proof now follows quickly from Lemma 1.18. By contraposition, we see that any g ∈ G such thatχ(g) = 1

for all χ ∈ Ĝ and must have g = e. But this is exactly the statement that ev• : G→ ̂̂
G is injective. �

1.1.5 Finite Fourier Analysis
We now proceed to essentially do Fourier analysis for finite abelian groups. Here is the idea.

Idea 1.19.! We can write general functions G→ C as linear combinations of characters.

Remark 1.20. WhenG is not abelian, one must work with functionG→ C which are “locally constant”
on conjugacy classes of G.

Here is our Fourier transform.

13
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Notation 1.21. Let G be a finite abelian group. Given a function f : G→ C, we define f̂ : Ĝ→ C by

f̂(χ) :=
∑
g∈G

f(g)χ(g).

Recall χ(g) = χ
(
g−1

)
by Remark 1.12.

To manifest Idea 1.19 properly, we need the following orthogonality relations.

Proposition 1.22. Let G be a finite abelian group.

• For any fixed χ ∈ Ĝ, we have ∑
g∈G

χ(g) =

{
0 if χ 6= 1,

#G if χ = 1.

• For any g ∈ G, we have ∑
χ∈Ĝ

χ(g) =

{
0 if g 6= e,

#G if g = e.

Proof. We show these directly.

(a) If χ = 1, then the sum is
∑
g∈G 1 = #G.

Otherwise, χ 6= 1, so there exists g0 ∈ G such that χ(g0) 6= 1. It follows

χ(g0)
∑
g∈G

χ(g) =
∑
g∈G

χ(g0g)
∗
=
∑
g∈G

χ(g),

so we must have
∑
g∈G χ(g) = 0. Note that we have re-indexed the sum at ∗=.

(b) If g = e, then the sum is
∑
χ∈Ĝ χ(g) = #(Ĝ), which is #G by Proposition 1.16.

Otherwise, g 6= e, so by Lemma 1.18, there exists χ0 such that χ0(g) 6= 1. Employing the same trick, it
follows

χ0

∑
χ∈Ĝ

χ(g) =
∑
χ∈Ĝ

(χ0χ)(g)
∗
=
∑
χ∈Ĝ

χ(g),

so we must have
∑
χ∈Ĝ χ(g) = 0. Again, we re-indexed at ∗=. �

Now here is our result.

Theorem 1.23 (Fourier inversion). Let G be a finite abelian group. For any f : G→ C, we have

f(g) =
1

#G

∑
χ∈Ĝ

f̂(χ)χ(g)

for any g ∈ G.

Proof. This is direct computation with Proposition 1.22. Indeed, for any g0 ∈ G, we see

∑
χ∈Ĝ

f̂(χ)χ(g0) =
∑
χ∈Ĝ

∑
g∈G

f(g)χ
(
g−1

)
χ(g0) =

∑
g∈G

(
f(g)

∑
χ∈Ĝ

χ
(
g−1g0

))
.

14
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Now using Proposition 1.22, given g ∈ G, we see that the inner sum will vanish whenever g 6= g0 and returns
#G when g = g0. In total, it follows

1

#G

∑
χ∈Ĝ

f̂(χ)χ(g0) = f(g0),

which is exactly what we wanted. �

Here is our chief application.

Corollary 1.24. Let G be a finite abelian group. Fixing some g0 ∈ G, we have

1g0(g) =
1

#G

∑
χ∈Ĝ

χ(g0)χ(g)

for any g ∈ G.

Proof. Note
1̂g0(χ) =

∑
g∈G

1g0(g)χ(g) = χ(g0)

because all terms except g = g0 vanish. The result now follows from Theorem 1.23. �

1.1.6 Dirichlet Characters

We want to extend our characters on (Z/qZ)× to work on all Z, but this requires some trickery because, for
example, 0 is not in general represented in (Z/qZ)×. Here is our definition.

Definition 1.25 (Dirichlet character). Let q be a nonzero integer. A Dirichlet character (mod q) is a func-
tion χ : Z→ C such that there exists a character χ̃ : (Z/qZ)× → C× for which

χ(a) =

{
0 if gcd(a, q) > 1,

χ̃([a]) if gcd(a, q) = 1.

We might write this situation as χ (mod q). The Dirichlet character corresponding to 1 is denoted χ0

and still called the principal character.

Remark 1.26. Note χ is periodic with period q.

We can finally define our generalization of ζ.

Definition 1.27 (Dirichlet L-function). Fix a Dirichlet character χ (mod q). Then we define the Dirichlet
L-function as

L(s, χ) :=

∞∑
n=1

χ(n)

ns
.

By Proposition 1.2, we have absolute convergence for Re s > 1, and L(s, χ) defines a holomorphic
function there.

15
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Remark 1.28. Continuing in the context of the definition, we note Proposition 1.4 gives

L(s, χ) =
∏

p prime

( ∞∑
k=0

χ(p)k

pks

)
=

∏
p prime

1

1− χ(p)p−s

for Re s > 1.

In fact, the summation for L(s, χ) defines a holomorphic function for Re s > 0, but seeing this requires a
little care.

1.2 January 20
A syllabus was posted. There are some extra references posted.

1.2.1 Abel Summation
We are going to need the following technical result. Roughly speaking, it allows us to estimate infinite sums
with a discrete part and a continuous part by summing the discrete part and integrating the continuous part.
Oftentimes, a sum is di�cult because of the way it mixes discrete and continuous portions, so it is useful to
be able to separate them.

Theorem 1.29 (Abel summation). Let {an}n∈N be a sequence of complex numbers, and define the partial
sums be given by

A(t) :=
∑

1≤n≤t

an.

For any real numbers x, y ∈ R with x < y and continuously di�erentiable function f : (0, x] → C, we
have ∑

0<n≤x

anf(n) = A(x)f(x)−
∫ x

0

A(t)f ′(t) dt.

Proof. The idea is to write an = A(n)−A(n− 1), so we write∑
n≤x

anf(n) =
∑
n≤x

A(n)f(n)−
∑
n≤x

A(n− 1)f(n)

=
∑

0<n≤x

A(n)f(n)−
∑

−1<n≤x−1

A(n)f(n+ 1)

= A(bxc)f(bxc)−A(−1)f(0)−
∑

0<n≤x−1

A(n)
(
f(n+ 1)− f(n)

)
.

Note A(−1) = 0. We now introduce an integral by noting A(n)(f(n+ 1)− f(n)) =
∫ n+1

n
A(t)f ′(t) dt, which

upon summing over n yields ∑
0<n≤x

anf(n) = A(bxc)f(bxc)−
∫ bxc

0

A(t)f ′(t) dt.

To finish, we see

A(bxc)f(bxc) = A(x)f(x) +A(bxc)
(
f(bxc)− f(x)

)
= A(x)f(x)−

∫ x

bxc
A(t)f ′(t) dt,

which when combined with the previous equality finishes. �
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Remark 1.30. One can use the theory of Riemann–Stieltjes integration to turn Theorem 1.29 into just
an application of integration by parts, but we will not need this.

Here is a quick application of Theorem 1.29.

Proposition 1.31. The limit

lim
n→∞

(
n∑
k=1

1

k
− log n

)
converges to a finite value.

Proof. Set an = 1 for each n and f(t) := 1/t so that A(t) = btc. Then Theorem 1.29 tells us

∑
0<k≤n

1

k
=
bnc
n

+

∫ n

0

btc
t2

dt

= 1 +

∫ x

1

btc
t2

dt

= 1 +

∫ x

1

1

t
dt−

∫ x

1

{t}
t2

dt

= log x+ 1−
∫ x

1

{t}
t2

dt.

Thus,

lim
n→∞

(
n∑
k=1

1

k
− log n

)
= 1−

∫ ∞
1

{t}
t2

dt,

and this integral converges because it is bounded above by
∫∞

1
1/t2 dt = 1. �

Definition 1.32 (Euler–Mascheroni constant). The Euler–Mascheroni constant γ is the limit

γ := lim
n→∞

(
n∑
k=1

1

k
− log n

)
.

1.2.2 ContinuingL(s, χ)

As an example application of Theorem 1.29, we may give L(s, χ) an analytic continuation to {s : Re s > 0}
when χ is not the principal character.

Proposition 1.33. Letχ (mod q) be a non-principal Dirichlet character. Then the functionL(s, χ) admits
an analytic continuation to {s : Re s > 0}.

Proof. For given s with Re s > 1, set an := χ(n) and f(x) := 1/xs. Then the partial sums A(t) :=
∑

1≤n≤t an
have

kq∑
n=1

χ(n) =

k−1∑
a=0

q∑
r=1

χ(aq + r) = k

q∑
r=1

χ(r) = k
∑

1≤r≤q
gcd(r,q)=1

χ(r) = k · 0

17
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for any k ≥ 0, where in the last equality we have used Proposition 1.22. Thus, for any t ≥ 0, find k ∈ Z such
that kq ≤ t < k(q + 1), and we see

|A(t)| =

∣∣∣∣∣ ∑
1≤n≤t

χ(n)

∣∣∣∣∣ =

∣∣∣∣∣ ∑
1≤n≤kq

χ(n) +
∑

kq<n≤t

χ(n)

∣∣∣∣∣ ≤ ∑
kq<n≤t

|χ(n)| ≤ t− kq ≤ q.

Now, finally using Theorem 1.29, we see

L(s, χ) =

∞∑
n=1

χ(n)

ns
=
(

lim
x→∞

A(x)x−s
)
− lim
x→∞

∫ x

0

(
A(t) · −st−s−1

)
dt.

Because Re s > 1, we see |A(x)x−s| ≤ qx−Re s goes to 0 as x→∞. Thus, we are left with

L(s, χ) = s

∫ ∞
0

A(t)

ts+1
dt = s

∫ ∞
1

A(t)

ts+1
dt︸ ︷︷ ︸

I(s)

.

We claim that the right-hand side provides our analytic continuation to {s : Re s > 0}. Indeed, it su�ces to
show that I(s) is analytic on {s : Re s > 0}. This is technical.

Roughly speaking, we want to write∣∣∣∣∫ ∞
1

A(t)

ts+1
dt

∣∣∣∣ ≤ q ∫ ∞
1

1

tRe s+1
dt = q · tRe s

−Re s

∣∣∣∣∞
1

=
q

Re s

for any Re s > 0, meaning that the integral converges, so we ought to have a holomorphic function. To make
this computation rigorous, we will show that I(s) is holomorphic on {s : Re s > σ} for any σ > 0, which will
be enough by taking the union over all σ. Indeed, for some fixed σ, we define g : [1,∞) by g(t) := q/tσ+1 for
t > 2 and 0 elsewhere so that ∣∣∣∣A(t)

ts+1

∣∣∣∣ =

∣∣∣∣A(t)

ts+1

∣∣∣∣ ≤ g(t)

for Re s > σ, and ∫
R
g(t) dt = q

∫ ∞
1

t−σ−1 dt <∞

because σ > 0. Thus, Proposition A.18 implies that I(s) is holomorphic on {s : Re s > σ}, finishing the
proof. �

Remark 1.34. Using the notions and notations of the above proof, we see that

|L(s, χ)| =
∣∣∣∣s∫ ∞

1

A(t)

ts+1
dt

∣∣∣∣ ≤ q|s|
Re s

for Re s > 0. This upper-bound is occasionally helpful.

One might wonder what happens to the principal character χ0. It turns out its behavior is tied to ζ.

Lemma 1.35. Let χ0 (mod q) be the principal Dirichlet character. Then for Re s > 1, we have

L(s, χ) =

(∏
p|q

(
1− p−s

))
ζ(s).

18
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Proof. By Remark 1.28, we see

L(s, χ) =
∏

p prime

1

1− χ(p)p−s
=
∏
p-q

1

1− p−s
,

so
L(s, χ)

∏
p|q

1

1− p−s
=

∏
p prime

1

1− p−s
= ζ(s)

by Corollary 1.5, which finishes. �

Thus, we are interested in continuing ζ. With a little more e�ort than Proposition 1.33, we may provide
ζ(s) a meromorphic continuation to {s : Re s > 0}. The main di�culty here is that we have a pole to deal
with.

Proposition 1.36. The function ζ(s) has a meromorphic continuation to {s : Re s > 0}. It is holomorphic
everywhere except at s = 1, where it has a simple pole of residue 1.

Proof. For given s with Re s > 1, set an := 1 and f(x) := 1/xs. Then the partial sums A(t) :=
∑

1≤n≤t an
have A(t) = btc, so Theorem 1.29 grants

ζ(s) =

∞∑
n=1

1

ns
=
(

lim
x→∞

bxc · x−s
)
− lim
x→∞

∫ x

0

(
btc · −st−s−1

)
dt.

Because Re s > 1, we see |bxc · x−s| ≤ x1−Re s goes to 0 as x→∞. Thus, we are left with

ζ(s) = s

∫ ∞
0

btc
ts+1

dt = s

∫ ∞
1

btc
ts+1

dt.

To extract out a main term, we write btc = t+ {t}, giving

ζ(s) = s

∫ ∞
1

t−s dt+ s

∫ ∞
1

{t}
ts+1

dt =
s

s− 1
+ s

∫ ∞
1

{t}
ts+1

dt︸ ︷︷ ︸
I(s)

.

We claim that the above expression defines our meromorphic continuation. Notably, the function s/(s−1) =
1 + 1/(s− 1) is holomorphic everywhere except at s = 1, where it has a simple pole of residue 1.

Thus, it remains to show that s · I(s) is a holomorphic function for Re s > 0, where it su�ces to show
that I(s) is a holomorphic function for Re s > 0. This is mildly technical. At a high level, we would like to just
note that ∣∣∣∣∫ ∞

1

{t}
ts+1

dt

∣∣∣∣ ≤ ∫ ∞
1

1

tRe s+1
dt =

t−Re s

−Re s

∣∣∣∣∞
1

=
1

Re s
,

so the integral converges and ought to define a holomorphic function. To make this computation rigorous,
we will show that I(s) is holomorphic on {s : Re s > σ} for any σ > 0, which will be enough by taking the
union over all σ. Indeed, for some fixed σ, we set g(t) := 1/tσ+1 for t > 1 and 0 elsewhere so that∣∣∣∣ {t}ts+1

∣∣∣∣ ≤ g(t)

for Re s > σ, and ∫
R
g(t) dt =

∫ ∞
1

t−σ−1 dt <∞

because σ > 0. Thus, Proposition A.18 implies that I(s) is holomorphic on {s : Re s > σ}, finishing the
proof. �
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Remark 1.37. Using the notions and notation of the above proof, we see that

|ζ(s)| ≤ |s|
|s− 1|

+

∣∣∣∣s∫ ∞
1

{t}
ts+1

dt

∣∣∣∣ ≤ |s|
|s− 1|

+
|s|

Re s
.

For example, if Re s > 1, then we get |ζ(s)| ≤ 1 + |s|
Re s < |s|+ 1.

Remark 1.38. Doing repeated integration by parts, one can extend the continuations above further to
the left, but we will not do this. Instead, we will use a functional equation to continue to all C in one fell
swoop.

Corollary 1.39. Let χ0 (mod q) denote the principal Dirichlet character. Then L(s, χ) has a meromor-
phic continuation to {s : Re s > 0}. It is holomorphic everywhere except for a simple pole at s = 1.

Proof. Note that the function
∏
p|q (1− p−s) is entire and has its only zero at s = 0. Combining Lemma 1.35

and Proposition 1.36 completes the proof. �

1.2.3 Reducing toL(1, χ)

We now attack Theorem 1.1 directly. As in Theorem 1.6, we will want to understand logL(s, χ).

Lemma 1.40. Let χ (mod q) be a Dirichlet character. For any s with Re s > 1, we have

logL(s, χ) =
∑
p prime

χ(p)

ps
+ E(s, χ),

where |E(s, χ)| ≤ 1.

Proof. Fix s with Re s > 1. Applying log to the Euler product of Remark 1.28, we see

logL(s, χ) =
∑
p prime

− log
(
1− χ(p)p−s

)
=
∑
p prime

( ∞∑
k=1

χ(p)k

kpks

)
.

The k = 1 term of the right-hand sum is the main term present in the statement, so we need to bound the
terms with k > 1. Thus, for Re s > 1, we compute∣∣∣∣∣ ∑

p prime

( ∞∑
k=2

χ(p)k

kpks

)∣∣∣∣∣ ≤
∞∑
n=2

( ∞∑
k=2

1

nk

)
=

∞∑
n=2

1/n2

1− 1/n
=

∞∑
n=2

1

n(n− 1)
=

∞∑
n=2

(
1

n− 1
− 1

n

)
= 1,

where we have telescoped in the last equality. This completes the proof. �

As an aside, we note that Lemma 1.40 provides us with a relatively large zero-free region forL(s, χ).

Corollary 1.41. Let χ (mod q) be a Dirichlet character. For any s with Re s > 1, we have L(s, χ) 6= 0.

Proof. By Lemma 1.40, we see

| logL(s, χ)| ≤
∑
p prime

∣∣∣∣χ(p)

ps

∣∣∣∣+ 1 ≤
∞∑
n=1

1

nRe s
+ 1,

which converges because Re s > 1. Thus, logL(s, χ) takes on a finite value for all s with Re s > 0, which
implies L(s, χ) 6= 0. �
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Remark 1.42. Alternatively, we can recall from Proposition 1.4 that the Euler product for L(s, χ) con-
verges absolutely for Re s > 1, and in particular L(s, χ) = 0 would require one of the Euler factors

1

1− χ(p)p−s

to vanish by Remark A.24. However, none of these Euler factors vanish.

We now see that we can use Lemma 1.40 and Corollary 1.24 to extract a particular congruence class.

Lemma 1.43. Let q be an integer. For brevity, set G := (Z/qZ)×, and fix some a ∈ G. For any s with
Re s > 1, we have ∑

p prime
p≡a (mod q)

1

ps
=

1

ϕ(q)

∑
χ∈Ĝ

χ(a) logL(s, χ) + E(s),

where |E(s)| ≤ 1.

Proof. Corollary 1.24 tells us

1[a](p) =
1

ϕ(q)

∑
χ∈Ĝ

χ(a)χ(p),

so ∑
p prime

p≡a (mod q)

1

ps
=

1

ϕ(q)

∑
χ∈Ĝ

(
χ(a)

∑
p prime

χ(p)

ps

)
.

However, using the notation of Lemma 1.40, we see

1

ϕ(q)

∑
χ∈Ĝ

(
χ(a)

∑
p prime

χ(p)

ps

)
=

1

ϕ(q)

∑
χ∈Ĝ

χ(a) logL(s, χ) +
1

ϕ(q)

∑
χ∈Ĝ

χ(a)E(s, χ).

Because #Ĝ = #G = ϕ(q) by Proposition 1.16, we conclude that the right-hand error term has magnitude
bounded by 1, which completes the proof. �

We can now reduce Theorem 1.1 to analyzing L(1, χ).

Proposition 1.44. Let q be an integer. Suppose thatL(1, χ) 6= 0 for each non-principal Dirichlet charac-
ter χ (mod q). Then, for all a ∈ (Z/qZ)×, we have∑

p prime
p≡a (mod q)

1

p
= +∞.

In particular, there are infinitely many primes p ≡ a (mod q).

Proof. Note that L(1, χ) is at least a complex number for non-principal characters χ (mod q) by Proposi-
tion 1.33.

Let χ0 denote the principal character. By Corollary 1.39, we see L(s, χ0) → +∞ as s → 1+: indeed, we
know L(s, χ0) must go to something in R≥0 ∪ {∞} because L(s, χ0) ≥ 1 when s > 1 is real. But L(s, χ0)
cannot go to a finite value because then L(s, χ0) would only have a removable singularity at s = 1.
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Thus, we also have logL(s, χ0) → +∞ as s → 1+. However, logL(s, χ) → logL(1, χ) as s → 1+ for
non-principal characters χ, and by hypothesis, this is a finite limit. It follows that

lim
s→1+

1

ϕ(q)

∑
χ∈Ĝ

χ(a) logL(s, χ) = +∞,

so the result follows from Lemma 1.43. �

So we want to understand L(1, χ) when χ is a non-principal character. By paying closer attention to the
above proof, we can control most of our characters χ.

Lemma 1.45. Let q be an integer, and set G := (Z/qZ)× for brevity. For each Dirichlet character χ
(mod q), let v(χ) denote the order of vanishing of L(s, χ) at s = 1. Then∑

χ∈Ĝ

v(χ) ≤ 0.

In other words, at most one non-principal characterχ hasL(1, χ) = 0, in which caseL(s, χ) has a simple
zero at s = 1.

Proof. The idea here is that Lemma 1.43 has a certainly nonnegative sum on the left-hand side, so not too
many of the L(s, χ)s on the right-hand side may be 0, for otherwise the right-hand side would go to−∞.

We make a few quick remarks on v(χ). Note Corollary 1.39 implies v(χ0) = −1, where χ0 is the principal
character. Additionally, v(χ) ≥ 0 for all non-principal characters χ by Proposition 1.33, and v(χ) is finite
because L(s, χ) is not constantly zero by Corollary 1.41.

Thus, for each character χ, we may write L(s, χ) = (s − 1)v(χ)L0(s, χ) for some function L0(s, χ) holo-
morphic on {s : Re s > 0}with L0(1, χ) 6= 0. Setting up our application of Lemma 1.43, we see

∑
χ∈Ĝ

logL(s, χ) =

(∑
χ∈Ĝ

v(χ)

)
log(s− 1) +

(∑
χ∈Ĝ

logL0(s, χ)

)

for Re s > 1. However, we now plug into Lemma 1.43 with a := 1 so that χ(a) = 1 for all χ, giving

∑
p prime

p≡1 (mod q)

1

ps
=

1

ϕ(q)

(∑
χ∈Ĝ

v(χ)

)
log(s− 1) +

1

ϕ(q)

(∑
χ∈Ĝ

logL0(s, χ)

)
+ E(s)

for Re s > 0. As s → 1+, the left-hand side remains nonnegative. On the right-hand side, the middle and
right terms both remain finite, so the left term must also remain finite. However, log(s−1)→ −∞ as s→ 1+,
so we must have

∑
χ v(χ) ≤ 0 to ensure this term is nonnegative.

We now show the last sentence. Indeed, we have∑
χ∈Ĝ\{χ0}

v(χ) ≤ −v(χ0) = 1,

so at most one χ ∈ Ĝ \ {χ0}may have v(χ) > 0, in which case χ has v(χ) = 1. �

For example, the above lemma lets us control “complex” characters.

Lemma 1.46. Let q be an integer. If χ (mod q) is a non-principal Dirichlet character with χ 6= χ, then
L(1, χ) 6= 0.
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Proof. If L(1, χ) = 0, then we see

L(1, χ) = lim
s→1+

∞∑
n=1

χ(n)

ns
= lim
s→1+

∞∑
n=1

χ(n)

ns
= L(s, χ) = 0.

But this grants two distinct characters χ and χ with L(1, χ) = L(1, χ) = 0, violating Lemma 1.45. �

Thus, it remains to deal with the “real” non-principal characters χ with χ = χ. This is genuinely di�cult, so
we will wait until next class for them.

1.3 January 23
Today we finish the proof of Theorem 1.1.

1.3.1 The Dirichlet Convolution
As motivation, we might be interested in the product of two Dirichlet series. Formally, we might write( ∞∑

k=1

ak
ks

)( ∞∑
`=1

b`
`s

)
=

∞∑
k=1

∞∑
`=1

akb`
(k`)s

=

∞∑
n=1

( ∑
k`=n

akb`

)
1

ns
.

Of course, we will want to formalize this intuitive argument to give the corresponding series the correct
analytic properties, but we have at least arrived at the correct definition.

Definition 1.47 (Dirichlet convolution). Fix functions f, g : N → C. Then the Dirichlet convolution (f ∗
g) : N→ C is defined by

(f ∗ g)(n) :=
∑
k`=n

f(k)g(`) =
∑
d|n

f(d)g(n/d).

And we may now take products of Dirichlet series.

Proposition 1.48. Fix functions f, g : N → C such that |f(n)|, |g(n)| = O (nσ) for some σ ∈ R. Then
define the series

F (s) :=

∞∑
n=1

f(n)

ns
, G(s) :=

∞∑
n=1

g(n)

ns
, D(s) :=

∞∑
n=1

(f ∗ g)(n)

ns
.

ThenD converges absolutely for Re s > σ+ 1, where it defines a holomorphic function given byD(s) =
F (s)G(s).

Proof. Fix s with Re s > σ + 1. We show that D(s) converges absolutely and yields D(s) = F (s)G(s), from
which it follows that D(s) is holomorphic over the region by using Proposition 1.2 on F and G. Let Fn(s),
Gn(s), and Dn(s) denote the nth partial sums. Then we see

FN (s)GN (s) =

(
N∑
k=1

f(k)

ks

)(
N∑
`=1

g(`)

`s

)
=

N∑
n=1

( ∑
k`=n

f(k)g(`)

)
1

ns︸ ︷︷ ︸
DN (s)

+
∑

1≤k,`≤N
k`>N

f(k)g(`)

(k`)s︸ ︷︷ ︸
RN (s):=

.

Thus, the key claim is thatRN (s)→ 0 asN →∞. The main point is that k` > N requires k >
√
N or ` >

√
N ,

so

|RN (s)| ≤
∑

1≤k,`≤N
k`>N

|f(k)| · |g(`)|
(k`)Re s

≤

( ∑
k>
√
N

|f(k)|
kRe s

)(∑
`≥1

|g(`)|
`Re s

)
+

(∑
k≥1

|f(k)|
kRe s

)( ∑
`>
√
N

|g(`)|
`Re s

)
.
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The absolute convergence of F and G at s now causes the right-hand side to be( ∞∑
k=1

|f(k)|
kRe s

)
· 0 + 0 ·

( ∞∑
`=1

|g(`)|
`Re s

)
= 0

as N →∞, so we conclude RN (s)→ 0 as N →∞. Thus, we conclude

F (s)G(s) = lim
N→∞

(FN (s)GN (s)) = lim
N→∞

DN (s) + lim
N→∞

RN (s) = D(s).

Lastly, we need to show that D(s) actually converges absolutely. Well, we note that we can replace f with
|f | and g with |g| and s with Re s everywhere in the above bounding to show that

∞∑
n=1

∣∣∣∣ (f ∗ g)(n)

ns

∣∣∣∣ ≤ ∞∑
n=1

(|f | ∗ |g|)(n)

nRe s
=

( ∞∑
k=1

|f(k)|
kRe s

)( ∞∑
`=1

|g(`)|
`Re s

)
,

and the right-hand side converges because F (s) andG(s) converge absolutely. Thus,D(s) converges abso-
lutely. �

Example 1.49. Let d(n) denote the number of divisors of n. Then we see

ζ(s)2 =

∞∑
n=1

(1 ∗ 1)(n)

ns
=

∞∑
n=1

d(n)

ns
.

Here, 1: N→ C is the function which constantly returns 1.

We might be interested in an Euler product factorization for a product of two Dirichlet series (as in Propo-
sition 1.4), but this notably requires the relevant functions to be multiplicative. Thus, we now show that the
Dirichlet convolution sends multiplicative functions to multiplicative functions.

Lemma 1.50. Let f, g : N→ C be multiplicative functions. Then (f ∗ g) : N→ C is still multiplicative.

Proof. Let n andm be coprime positive integers. We must show (f ∗g)(nm) = (f ∗g)(n) ·(f ∗g)(m). The key
point is that there is a bijection between divisors d | nm and pairs of divisors dn | n and dm | m by sending
(dn, dm) to d. We quickly show formally that this is a bijection.

• Well-defined: certainly dn | n and dm | m implies dndm | nm.

• Injective: suppose dndm = d′nd
′
m for dn, d′n | n and dm, d′m | m. We show dn = d′n, and dm = d′m follows

by symmetry. Well, for each p | n, we see p - m because gcd(n,m) = 1, so p - dm, d′m as well, meaning

νp(dn) = νp(dndm) = νp(d
′
nd
′
m) = νp(d

′
n)

for all p | n. However, p | dn, d′n implies p | n, so we see that the prime factorizations of dn and d′n are
the same, so dn = d′n.

• Surjective: for each d | nm, define dn := gcd(d, n) and dm := gcd(d,m). Certainly dn | n and dm | m, so
it remains to show d = dndm. Well, for each p | n, we see νp(dn) = νp(d) because d | n; and similarly,
each p | m has νp(dm) = νp(m). Because each prime p | nm divides exactly one of n or m, we see that

νp(dndm) = νp(dn) + νp(dm) = νp(d)

by doing casework on p | n or p | m.
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We have written down all of this so that we may compute

(f ∗ g)(nm) =
∑
d|nm

f(d)g(nm/d)

=
∑
dn|n

∑
dm|m

f(dndm)g

(
n

dn
· m
dm

)
∗
=

(∑
dn|n

f(dn)g(n/dn)

)( ∑
dm|m

f(dm)g(m/dm)

)
= (f ∗ g)(n) · (f ∗ g)(m).

Here, we have used the multiplicativity at ∗=, noting that dn | n and dm | m implies gcd(dn, dm) = 1 because
gcd(n,m) = 1. �

1.3.2 The Mellin Transform

In this subsection, we pick up a few facts about the Mellin transform. Roughly speaking, we are doing Fourier
analysis on the groupR+ whose operation is multiplication. As such, the Haar measure is dx/x: for any Borel
set S ⊆ R+ and a ∈ R+, we see

∫
aS

dx

x
=

∫
S

d(ax)

ax
=

∫
S

a

a
· dx
x

=

∫
S

dx

x
,

so dx/x is in fact a translation-invariant measure on R+. Anyway, here is our definition of the Mellin trans-
form.

Definition 1.51 (decaying). A function ϕ : (0,∞) → C is decaying at a rate of (α, β) for real numbers
α < β if and only if the functions xαϕ(x) and xβϕ(x) are bounded.

Example 1.52. If ϕ : (0,∞) → C has compact support, then ϕ decays at a rate of (α, β) for all α < β.
Indeed, for any γ, the function xγϕ(x) is a continuous function supported on a compact set and is thus
bounded.

Definition 1.53 (Mellin transform). Let ϕ : (0,∞) → C be a continuous function decaying at a rate of
(α, β). Then the Mellin transform is the functionMϕ given by

(Mϕ)(s) :=

∫ ∞
0

ϕ(x)xs
dx

x

for α < Re s < β.
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Remark 1.54. We quickly check that the integralMϕ (absolutely) converges for α < Re s < β. For
each γ ∈ {α, β}, find a constant Cγ ∈ R such that |xγϕ(x)| ≤ Cγ for all x ∈ (0,∞). For our absolute
convergence, we set σ := Re s ∈ (α, β) and compute∫ ∞

0

|ϕ(x)xs| dx
x
≤
∫ 1

0

Cαx
−α+σ−1 dx+

∫ ∞
1

Cβx
−β+σ−1 dx,

so both of the right-hand integrals converge because−α+ σ − 1 > −1 and−β + σ − 1 < −1. Notably,
this shows that (Mϕ) is uniformly bounded by∫ 1

0

Cαx
−α+α0−1 dx+

∫ ∞
1

Cβx
−β+β0−1 dx

whenever σ ∈ [α0, β0].

Remark 1.55. Fixing some σ ∈ (α, β), let ψ(u) := e−σuϕ (e−u). Provided that ψ is Schwarz, changing
variables by x = e−u gives

(Mϕ)(σ + 2πit) =

∫ ∞
0

ϕ(x)xσ+2πit dx

x
=

∫
R
ϕ
(
e−u

)
e−σu−2πitu du = (Fψ)(t).

Here is a basic result on the Mellin transform.

Lemma 1.56. Fix a di�erentiable function ϕ : (0,∞)→ C such that ϕ decays at a rate of (α, β). Defining
ψ(x) := xϕ′(x), for any α < Re s < β, the integral defining (Mψ)(s) converges, and

(Mψ)(s) = −s(Mϕ)(s).

Proof. This is by integration by parts. Indeed, we compute

(Mψ)(s) =

∫ ∞
0

xϕ′(x)xs
dx

x

= xsϕ(x)

∣∣∣∣∞
0

− s
∫ ∞

0

ϕ(x)xs
dx

x

= −s(Mϕ)(s),

which is what we wanted. Note, xsϕ(x)→ 0 as x→ 0+ and x→∞ because ϕ decays at a rate of (α, β) and
Re s ∈ (α, β). �

We will need two key properties of the Mellin transform.

Proposition 1.57. Let ϕ : (0,∞)→ C be a continuous function decaying at a rate of (α, β).

(a) The functionMϕ is holomorphic on {s : α < Re s < β}.

(b) Suppose thatϕ is infinitely di�erentiable, and the nth derivatives decays at a rate of (α−n, β−n).
Then for any integer A ≥ 0 and [α0, β0] ⊆ (α, β), the set{

|s|A(Mϕ)(s) : α0 ≤ Re s ≤ β0

}
is bounded.

Proof. These are essentially bounding results.
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(a) We use Proposition A.18. Here, f(s, t) := ϕ(x)xs−1. We will show thatMϕ is holomorphic on the
vertical strip U := {s : −α0 < Re s < β0} for any α < α0 < β0 < β, and the result will follow by taking
the union over all α0 and β0.
By hypothesis on ϕ, we can find a constant C such that |xαϕ(x)| ≤ C and

∣∣xβϕ(x)
∣∣ ≤ C for each x. As

such, we define g : (0,∞)→ R by

g(t) :=

{
Cx−α+α0−1 if x ≤ 1,

Cx−β+β0−1 if x > 1.

Note
∫
R g(t) dt < ∞ because −α + α0 − 1 > −1 and −β + β0 − 1 < −1. Thus, we see that x ∈ (0, 1]

gives ∣∣ϕ(x)xs−1
∣∣ ≤ Cx−α+Re s−1 ≤ Cx−α+α0+1,

and similar for x ∈ (1,∞) comparing with β0. The result now follows from Proposition A.18.

(b) This follows from Lemma 1.56. Define ϕ0 := ϕ and ϕn+1(x) := xϕ′n(x) for each n. By induction, ϕn
decays at a rate of (α, β) for each n, and for each n, we see

|sn(Mϕ)(s)| = |(Mϕn)(n)|

by Lemma 1.56. However, for each n, we see that (Mϕn) is uniformly bounded on [α0, β0] by Re-
mark 1.54, which is what we wanted. �

Remark 1.58. The condition that ϕ(n) decay at a rate of (α − n, β − n) is essentially requiring that ϕ
behave like a polynomial somewhat. These sorts of conditions more or less vanish for su�ciently good
functions; for example, if ϕ is infinitely di�erentiable and has compact support, then all the derivatives
have compact support, so ϕ(n) always decays at a rate of (α, β) for all α < β by Example 1.52.

Theorem 1.59. Let ϕ : (0,∞) → C be a function such that ψ(u) := e−σuϕ (e−u) is Schwarz. For any
σ ∈ R and x ∈ (0,∞), we have

ϕ(x) =
1

2πi

∫ σ+i∞

σ−i∞
(Mϕ)(s)x−s ds.

Proof. We translate everything to the Fourier setting with Remark 1.55, where Theorem C.10 finishes. Fol-
lowing this outline, we compute

1

2πi

∫ σ+i∞

σ−i∞
(Mϕ)(s)x−s ds =

∫
R

(Mϕ)(σ + 2πit)x−σ−2πit dt

= x−σ
∫
R

(Fψ)(t)e2πi(− log x)t dt

= x−σ · ψ(− log x)

= ϕ(x),

which is what we wanted. �

1.3.3 Finishing Dirichlet’s Theorem
We finish the proof of Theorem 1.1. By Proposition 1.44 and Lemma 1.46, we have left to show L(1, χ) 6= 0
for real characters χ. We provide a slick proof of this result.
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Lemma 1.60. Let χ (mod q) be a “real” non-principal Dirichlet character, meaning χ = χ. We show

Proof. We combine two techniques called “positivity” and “smoothing.” The main point is that L(1, χ) = 0
implies that the zero of L(s, χ) at s = 1 is able to cancel the pole of ζ(s) as s = 1, implying that the function
ζ(s)L(s, χ) is holomorphic on {s : Re s > 0} by combining Propositions 1.33 and 1.36.

Anyway, we divide the proof in three steps.

1. Let’s begin with our positivity result. Because we are interested in ζ(s)L(s, χ), we will want to study
the coe�cients of this Dirichlet series, which are given by (1 ∗ χ) by Proposition 1.48. Note (1 ∗ χ) is
multiplicative by Lemma 1.50.
To set up our bounding, we claim that (1 ∗χ)(n) ≥ 0 for all n ∈ N, and (1 ∗χ)

(
n2
)
≥ 1. Because (1 ∗χ)

is multiplicative, we may write

(1 ∗ χ)(n) = (1 ∗ χ)

(∏
p|n

pνp(n)

)
=
∏
p|n

(1 ∗ χ)
(
pνp(n)

)
.

Thus, it su�ces to show (1 ∗χ)
(
pk
)
≥ 0 for each prime-power pk, and (1 ∗χ)

(
pk
)
≥ 1 when k is even.

Well, we can compute this directly as

(1 ∗ χ)
(
pk
)

=
∑
d|pk

χ(d) =

k∑
ν=0

χ (pν) =

k∑
ν=0

χ(p)ν .

Now,χ(p) = χ(p) by hypothesis onχ, so because |χ(p)| = 1 by Remark 1.12, we concludeχ(p) ∈ {±1}.
Thus, on one hand, if χ(p) = 1, then (1 ∗ χ) (pν) = ν + 1 ≥ 1 always. On the other hand, if χ(p) = −1,
then (1 ∗ χ) (pν) is 1 when ν is even and 0 if ν is odd. The claim follows.
To finish, our positivity claim is that∑

x<n≤2x

(1 ∗ χ)(n) ≥
∑

x<n2≤2x

(1 ∗ χ)
(
n2
)
≥

∑
√
x<n≤

√
2x

1 =
⌊√

2x
⌋
−
⌊√

x
⌋
≥ (
√

2− 1)
√
x− 2.

Thus, for x large enough, we see ∑
x<n≤2x

(1 ∗ χ)(n) ≥ 1

3

√
x.

2. We now apply smoothing Let ϕ : (0,∞) → (0,∞) be an infinitely di�erentiable function with support
contained in [0.9, 2.1] such that ϕ(x) = 1 for x ∈ [1, 2]. Then one sees

∞∑
n=1

ϕ(n/x)(1 ∗ χ)(m) ≥
∑

x<n≤2x

(1 ∗ χ)(n) ≥ 1

3

√
x.

Note that this sum is finite because only finitely many n have n/x ≤ 2.1.
We now use the Mellin transformMϕ. Indeed, note that ϕ is decaying at a rate of (α, β) for any α <
β by Remark 1.58. Further, for any σ > 0, the function ψ(u) := e−σuϕ (e−u) has compact support
and is infinitely di�erentiable, so xkψ(`)(x) is continuous of compact support for all k and ` and hence
bounded. Thus, ψ is Schwarz, so we can use Theorem 1.59 to compute

∞∑
n=1

ψ(n/x)(1 ∗ χ)(n) =
1

2πi

∞∑
n=1

∫ 2+i∞

2−i∞

(
(Mϕ)(s)xs · (1 ∗ χ)(n)

ns

)
ds.

Thus, we see that we would like to exchange the integral and the sum so that we can sum over (1∗χ) to
finally make ζ(s)L(s, χ) appear. It su�ces to show that this iterated “integral” absolutely converges,
so for any σ > 0, we may compute

Iσ(x) :=

∫ σ+i∞

σ−i∞

∞∑
n=1

∣∣∣∣(Mϕ)(s)xs · (1 ∗ χ)(n)

ns

∣∣∣∣ ds =

∫ σ+i∞

σ−i∞
|(Mϕ)(s)xs · ζ(s)L(s, χ)| ds
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by Proposition 1.48. To bound this, we see |xs| ≤ xRe s = xσ and

|ζ(s)L(s, χ)| ≤ q · |s|
σ
· |s|

(
1

|1− σ|
+

1

σ

)
= C0(q, σ)|s|2

by Remarks 1.34 and 1.37, where C0(q, σ) is some constant. Thus,

Iσ(x) ≤ C0(q, σ)xc
∫ σ+i∞

σ−i∞
(|Mϕ)(s)|

(
σ2 + (Im s)2

)
ds.

However, by Proposition 1.57 (and Remark 1.58), there isC such that |(Mϕ)(s)| ≤ C|s|−4 ≤ C(Im s)−4

on the vertical strip of interest, so we bound

I(x)

C0(q, σ)xc
≤ C

(∫ σ−i

σ−i∞

(
σ2 + (Im s)2

)
(Im s)4

ds

)
+ C

(∫ σ+i∞

σ+i

(
σ2 + (Im s)2

)
(Im s)4

ds

)

+

(∫ 2+i

σ−i
(|Mϕ)(s)|

(
σ2 + (Im s)2

)
ds

)
.

The integrals on the top row are finite by direct computation (they are improper integrals avoiding 0
of decaying on the order of x−2 or faster), and the bottom integral is finite because it is a finite integral
of a continuous function. We conclude that I(x) converges, so we have absolute convergence.
In fact, the entire right-hand side of the above bound is merely some function of σ, so we have actually
shown that ∫ σ+i∞

σ−i∞
|(Mϕ)(s)xs · ζ(s)L(s, χ)| ds ≤ C(q, σ)xc (1.1)

for some constant C(q, σ).

3. Anyway, we now know we can write

1

3

√
x ≤ 1

2πi

∫ 2+i∞

2−i∞
(Mϕ)(s)xsζ(s)L(s, χ)︸ ︷︷ ︸

D(s)

ds

by exchanging the sum and the integral and using Proposition 1.48. In order to use (1.1), we would
like to push the vertical line left from Re s = 2 to Re s = 1/3 (for example).
We will be allowed to do this by Cauchy’s theorem because the functionD(s) = (Mϕ)(s)xsζ(s)L(s, χ)
is holomorphic on {s : Re s > 0}. Indeed, the only possible pole among these functions is the pole of
order 1 at s = 1 for ζ(s), but L(s, χ) has a zero there by assumption and thus cancels this out!
We now apply Cauchy’s theorem. For any T > 0, we see∣∣∣∣∣

∫ 1/3+iT

1/3−iT
D(s) ds−

∫ 2+iT

2−iT
D(s) ds

∣∣∣∣∣ ≤
∫ 2+iT

1/3+iT

|D(s)| ds+

∫ 2−iT

1/3−iT
|D(s)| ds.

We would like to show that this right-hand side vanishes as T → ∞. Because the length of each of
these paths is finite, it su�ces to show that |D(s)| vanishes as Im s→∞ on these paths. Well, utilizing
our bounds from before, we see

|D(s)| ≤ |(Mϕ)(s)| · x2 · C0(q, σ)
(
4 + (Im s)2

)
.

Because (Mϕ)(s) is rapidly decaying as Im s → ∞ (recall Proposition 1.57), we see that this indeed
goes to 0 as Im s→∞.
In total, we see

1

3

√
x ≤ 1

2πi

∫ 2+i∞

2−i∞
D(s) ds =

1

2πi

∫ 1/3+i∞

1/3−i∞
D(s) ds ≤ C(q, 1/3)x1/3,

where we have used (1.1) at the end. However, for x large enough, this is impossible: x1/2−1/3 → ∞
as x→∞. So we have hit our contradiction. �
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Remark 1.61. The product ζ(s)L(s, χ) is the Dedekind ζ-function associated to a real quadratic field.

1.3.4 A Little on Quadratic Forms
To say something in the direction of Dirichlet’s class number formula, we discuss quadratic forms. In par-
ticular, we will discuss the reduction theory, which shows that there are finitely many classes of binary
quadratic forms of given discriminant.

Definition 1.62 (binary quadratic form). A binary quadratic form is a function f : Z2 → Zwhere f(x, y) :=
ax2 + bxy + cy2 where a, b, c ∈ Z. If gcd(a, b, c) = 1, then we call the quadratic form primitive.

It is a problem of classical interest to determine when a quadratic form achieves a particular integer.
It is another problem of classical interest to count the number of binary quadratic forms. However, some

binary quadratic forms are “the same,” in the sense that they are just a variable change away.

Example 1.63. The quadratic forms x2
1 + x2

2 and y2
1 + 2y1y2 + 2y2

2 are roughly the same by the change of
variables given by

(y1, y2) = (x1 − x2, x2).

To define this correctly, we define a group action on the set of quadratic forms.

Lemma 1.64. LetQ be the set of binary quadratic forms. Then SL2(Z) acts on the set of binary quadratic
forms by

(γ · f) := f ◦ γ−1,

where f ∈ Q and γ ∈ SL2(Z).

Proof. We have the following checks.

• Identity: note (id · f) = f ◦ id−1 = f ◦ id = f .

• Composition: note ((γγ′) · f) = f ◦ (γγ′)−1 = f ◦ (γ′)−1 ◦ γ−1 = γ · (γ′ · f). �

Definition 1.65 (equivalent). Two binary quadratic forms f1, f2 : Z2 → Z are equivalent if and only if f1

and f2 live in the same orbit under the SL2(Z)-action. In other words, f1 and f2 are equivalent if and
only if there exists γ ∈ SL2(Z) such that

f1 = f2 ◦ γ.

Note that this is in fact an equivalence relation because the orbits of a group action form a partition.

Remark 1.66. For a binary quadratic form f(x, y) := ax2 + bxy + cy2, note that

f(v) = ax2 + bxy + cy2 =
[
x y

] [ a b/2
b/2 c

]
︸ ︷︷ ︸

M :=

[
x
y

]
= vᵀMv

for any v = (x, y) ∈ Z2. In fact, this symmetric matrix M is unique to f : if vᵀMv = vᵀM ′v for all
v = (x, y) ∈ Z2, then writing M = (aij) and M ′ = (a′ij), we see

a11x
2 + 2a12xy + a2

22 = vᵀMv = vᵀM ′v = a′11x
2 + 2a′12xy + a′22y

2.

Plugging in (x, y) ∈ {(1, 0), (0, 1), (1, 1)} shows M = M ′.
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Remark 1.67. Associate a binary quadratic form f the matrix M as in Remark 1.66. Thus, for any γ ∈
SL2(Z),

(γ · f)(v) = f
(
γ−1v

)
=
(
γ−1v

)ᵀ
Mγ−1v = vᵀ

(
γ−ᵀMγ−1

)
v,

so we can associate γ · f to the matrix γ−ᵀMγ−1. (Notably, this is still a symmetric matrix!) This allows
for relatively easy computation of γ · f .

So we would like to count the number of quadratic forms, up to equivalence. However, we will soon see that
there are still infinitely many of equivalence classes, so we will want some stronger invariant to distinguish
between them.

Definition 1.68 (discriminant). The discriminant of the binary quadratic form f(x, y) := ax2 + bxy+ cy2

is given by disc f := b2 − 4ac. The number of equivalence classes of quadratic forms of discriminant d is
notated by h(−d).

Remark 1.69. By definition, note that the discriminant of the binary quadratic form f is 4 detM , where
M is the matrix associated to f as in Remark 1.66. Using Remark 1.67, we see that the discriminant of
γ · f is thus

4 det
(
γ−ᵀ

)
det(M) det

(
γ−1

)
= 4 detM

for any γ ∈ SL2(Z).

Remark 1.69 shows that the discriminant is invariant to equivalence class. Thus, for example, for each d ∈ Z,
we set

fd(x, y) := dxy

so that disc f = d2. Now letting d vary of Z, we see that there are infinitely many equivalence classes of
quadratic forms.

But once we bound our discriminant, there will be finitely many quadratic forms. Here is our goal.

Theorem 1.70. Let d < 0 be an integer. Then h(d) is finite.

Remark 1.71. It is also true that h(d) is finite when d ≥ 0, but we will not show it here.

1.3.5 The Upper-Half Plane
To show Theorem 1.70, we will want to relate the action of SL2(Z) on quadratic forms with the action of
SL2(R) on H := {z ∈ C : Im z > 0} given by [

a b
c d

]
z :=

az + b

cz + d
.

Here are some checks on this action.

Lemma 1.72. Let H := {z ∈ C : Im z > 0} denote the upper-half plane.

(a) The group SL2(R) acts on H by [
a b
c d

]
z :=

az + b

cz + d
.

(b) The orbit of i ∈ H under SL2(R) is all of H.

(c) The stabilizer of i ∈ H is SO2(R), the group of rotations.

31



1.3. JANUARY 23 191: ANALYTIC NUMBER THEORY

Proof. We show the parts one at a time.

(a) To begin, we show that the action is well-defined: given z with z ∈ H, we need to show that γ · z ∈ H
for any γ ∈ SL2(R). Well, giving coe�cients to γ, we compute

γ · z =

[
a b
c d

]
z =

az + b

cz + d
=

(az + b)(cz + d)

|cz + d|2
=

(
ac|z|2 + bd

)
+ (adz + bcz)

|cz + d|2
.

To check γ · z ∈ H, we must check that the imaginary part here is positive. Well, we see

Im(γ · z) =
(ad− bc) Im(z)

|cz + d|2
=

Im(z)

|cz + d|2
,

where the last equality is because det γ = 1.
We now run our checks to have a group action.

• Identity: we compute [
1 0
0 1

]
z =

z + 0

0 + 1
= z.

• Composition: we compute[
a b
c d

]([
a′ b′

c′ d′

]
z

)
=

[
a b
c d

]
a′z + b′

c′z + d′

=
a · a

′z+b′

c′z+d′ + b

c · a′z+b′c′z+d′ + d

=
a(a′z + b′) + b(c′z + d′)

c(a′z + b′) + d(c′z + d′)

=
(aa′ + bc′)z + (ab′ + bd′)

(ca′ + dc′)z + (cb′ + dd′)

=

[
aa′ + bc′ ab′ + bd′

ca′ + dc′ cb′ + dd′

]
z

=

([
a b
c d

] [
a′ b′

c′ d′

])
z.

(b) Giving coe�cients to some γ ∈ SL2(Z), we use the computation in (a) to see

γ · i =

[
a b
c d

]
i =

(
ac|i|2 + bd

)
+ (adi+ bci)

|ci+ d|2
=

(ac+ bd) + (ad− bc)i
c2 + d2

=
(ac+ bd) + i

c2 + d2
.

Thus, for any a+ bi ∈ H, we see [√
b a/

√
b

0 1/
√
b

]
i =

a/b+ i

1/b
= a+ bi,

so the orbit of i is indeed all of H.

(c) Using the computation of (b), we see that γ ·i = i if and only if the usual coe�cients of γ have ac+bd = 0
and c2 + d2 = 1. Thus, we see that any θ ∈ [0, 2π) will give[

cos θ − sin θ
sin θ cos θ

]
i = i

because (cos θ)(sin θ)+(cos θ)(− sin θ) = 0 and (cos θ)2 +(sin θ)2 = 1. It follows that SO2(R) is certainly
contained in the stabilizer of i.
Conversely, suppose γ stabilizes i and has the usual coe�cients. Note that the pair (c, d) with c2 +d2 =
1 has a unique θ ∈ [0, 2π) such that c = sin θ and d = cos θ. To solve for a and b, we divide our work in
two cases.
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• If c 6= 0, then we see a = −bd/c. Further, ad− bc = 1, so we see−bd2/c− bc = 1, which gives

b = − 1

d2/c+ c
= − c

c2 + d2
= −c = − sin θ.

Thus, we see a = −bd/c = d = cos θ. Plugging everything in, we see γ ∈ SO2(R).

• If c = 0, then d 6= 0, so we see b = −ac/d. Thus, ad − bc = 1, so we see ad + ac2/d = 1, which
gives

a =
1

d+ c/d
=

d

c2 + d2
= d = cos θ.

Thus, we see b = −ac/d = −c = − sin θ. Plugging everything in, we again see γ ∈ SO2(R).

The above cases complete the proof. �

Remark 1.73. Parts (b) and (c) of Lemma 1.72 roughly show

SL2(R)

SO2(R)
∼= H.

Next class we will discuss how to build a fundamental domain for the induced action of SL2(Z) ⊆ SL2(R) on
H.

1.4 January 25

Today we continue discussing quadratic forms.

1.4.1 A Fundamental Domain
Recall from Remark 1.73 that

SL2(Z)

SO2(R)
∼= H.

Now, SL2(Z) ⊆ SL2(R) has a natural action on H; this is a “discrete subgroup,” so one might say that the
action is discrete. (Concretely, we can see that the orbit of any z ∈ H under the action of SL2(Z) is a discrete
set.) We will be interested in a fundamental domain for the action of SL2(Z) onH. Here is an example.

Proposition 1.74. Define the subset

D := {z ∈ H : |z| > 1,−1/2 ≤ Re z < 1/2} ∪ {z ∈ H : |z| = 1,−1/2 ≤ Re z ≤ 0}.

Then D is a fundamental domain for the action of SL2(Z) on H. In other words, for each z ∈ H, there
exists a unique z0 ∈ H such that there exists γ ∈ SL2(Z) such that z = γ · z0.

Proof. Omitted. Roughly speaking, one has to show that SL2(Z) is generated by the elements

S :=

[
0 1
−1 0

]
and T :=

[
1 1
0 0

]
.

Then one can use T to push all elements of H to {z ∈ H : −1 ≤ Re z < 1} and use S to push what’s left over
to S. We refer to [Ser12] for details. �
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1.4.2 Gauss Reduced Forms
We now use Proposition 1.74 for fun and profit.

Theorem 1.70. Let d < 0 be an integer. Then h(d) is finite.

Proof. Roughly speaking, a quadratic form f(x, y) := ax2+bxy+cz2 wherea, c > 0 without loss of generality,
we can study f(x, 1) to have a root

zf :=
−b+

√
b2 − 4ac

2a
=
−b+

√
d

2a
.

Now, in our case of interest, we have d < 0, so this describes an element of H. (There is also a negative root,
but we focus on zf .) In fact, one can check that zγf = γzf , which is how we relate quadratic forms to H.

In fact, by Proposition 1.74, we know there is some γf such that zγf ∈ D. The point here is that the
number of quadratic forms up to equivalence is bounded above by the number of points inD with imaginary
part

√
|d|. For example, the condition |zf | ≥ 1 implies that

b2 − d
4a2

=
c

a
,

so a ≤ c. Further, the condition −1/2 ≤ Re z ≤ 1/2 implies |b| ≤ 2a. Thus, we are counting the number of
triples (a, b, c) with a, c > 0 such that b2 − 4ac = d and |b| ≤ a ≤ c, which we can see immediately is finite.
Indeed, b2 ≤ d, so there are only finitely many possible b, but then for each b, we see 4ac = b2 − d, so there
are only finitely many possible a and c. �

Remark 1.75. A quadratic form satisfying the above conditions on a, b, c is called “Gauss reduced.”

1.4.3 Dirichlet’s Class Number Formula
We take a moment to record Dirichlet’s class number formula for completeness, though we will not prove
it.

Theorem 1.76 (class number formula). Let d be a “fundamental discriminant,” meaning that d ≡ 1
(mod 4) and is squarefree or d = 4q where q ≡ 2, 3 (mod 4) and is squarefree. Let χd =

(
d
•
)

be the
Kronecker symbol.

(a) If d < 0,

h(d) =
wd|d|1/2

2π
· L(1, χd),

where wd = 2 if d < −4 and wd = 4 if d = −r and wd = 6 if d = −3. (Namely, wd is the number of
roots of unity in Q(

√
d).)

(b) If d > 0, then
h(d) log εd = |d|1/2L(1, χd),

where εd is a fundamental unit for OQ(
√
d). (Namely, εd = (t0 + u0

√
d)/2 yields the least positive

solution to t20 − du2
0 = 4.)

The point behind the fundamental discriminant is that discOQ(
√
d) = d.

Remark 1.77. The interested should now be able to do the first part of the first problem set.
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THEME 2

THE ζ-FUNCTION

Combinatorics is an honest subject. No adéles, no sigma-algebras.
You count balls in a box, and you either have the right number or you

haven’t.

—Gian-Carlo Rota, [Rot85]

2.1 January 25

We now shift gears and move towards the Prime number theorem. Today, we begin by discussing Riemann’s
original paper on the topic.

Remark 2.1. For the rest of this course, any sum or product over an unnamed pwill be a sum over primes.

2.1.1 The Statement

So far we have established the following facts about ζ.

• By Corollary 1.5, for Re s > 1, there is an Euler product factorization

ζ(s) =

∞∑
n=1

1

ns
=
∏
p

1

1− p−s
.

• By Proposition 1.36, there is a meromorphic continuation of ζ(s) to Re s > 1, where ζ(s) is analytic
everywhere except for a pole of order 1 at s = 1.

Roughly speaking, we will show the Prime number theorem by being able to study ζ ′(s)/ζ(s) = d
ds log ζ(s).

Let’s establish some notation.
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Definition 2.2. For x ∈ R, we define the following functions.

π(x) :=
∑
p≤x

1,

ϑ(x) :=
∑
p≤x

log p,

Λ(n) :=

{
log p if n = pν for ν ∈ Z+,

0 else,

ψ(x) :=
∑
n≤x

Λ(n).

Quickly, we note that the prime-powers we have included in Λ(n) and ψ(x) don’t actually matter.

Lemma 2.3. For any x ≥ 2, we have

ψ(x) = ϑ(x) +O
(√
x(log x)2

)
.

Proof. Note

ψ(x) =
∑
n≤x

Λ(n) =

∞∑
k=1

( ∑
pk≤x

log p

)
.

Now, note k ≥ log2 x implies that pk ≥ 2k ≥ x for all primes p, so we only need to sum up to log2 x. As such,
we upper-bound the k > 1 sum as∣∣∣∣∣

log2 x∑
k=2

( ∑
pk≤x

log p

)∣∣∣∣∣ ≤ | log2 x− 1| ·

∣∣∣∣∣ ∑
n≤
√
x

log(
√
x)

∣∣∣∣∣ ≤
√
x(log x)2

2 log 2
.

Adding the k = 1 sum back in, we see that

ψ(x) =
∑
p≤x

log p+O
(√
x(log x)2

)
,

which is what we wanted. �

Remark 2.4. Doing logarithmic di�erentiation, one finds

d

ds
(− log ζ(s)) = −ζ

′(s)

ζ(s)
=

∞∑
n=1

Λ(n)

ns
.

This explains why ψ is a “better” prime-counting function than π.

Now, here is our statement.

Theorem 2.5 (Prime number). We have π(x) ∼ x/ log x as x→∞.

Here is why we mentioned ϑ and ψ.

Lemma 2.6. Define g(x) := ϑ(x)− x. Then

π(x) =

∫ x

2

1

log t
dt+

2

log 2
+
g(x)

log x
+

∫ x

2

g(t)

t(log t)2
dt.
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Proof. This is summation by parts. Let an = log n be 1 if n is prime and 0 otherwise so that the partial sum
up to x of an is given by ϑ(x). Further, let f(n) := 1/ log n if n > 1 and 0 at n = 1. Then Theorem 1.29 tells us

π(x) =
∑
n≤x

anf(n)

= ϑ(x)f(x)−
∫ x

0

ϑ(t)f ′(t) dt

=
x

log x
+

∫ x

2

t

t(log t)2
dt+

g(x)

log x
+

∫ x

2

g(t)

t(log t)2
dt

=

∫ x

2

1

log t
dt+

2

log 2
+
g(x)

log x
+

∫ x

2

g(t)

t(log t)2
dt,

which is what we wanted. �

Proposition 2.7. The following are equivalent.

(a) π(x) ∼ x/ log x as x→∞.

(b) ϑ(x) ∼ x as x→∞.

(c) ψ(x) ∼ x as x→∞.

Proof. By Lemma 2.3, we see

ϑ(x)

x
− ψ(x)

x
= O

(
x−1/2(log x)2

)
= o(1),

so
lim
x→∞

ϑ(x)

x
= lim
x→∞

ψ(x)

x
,

provided that either limit exists. The equivalence of (b) and (c) follows.
We now show that (a) and (b) are equivalent to finish.

• Showing (a) implies (b) is by summation by parts. Let an denote the prime indicator at n so that the
partial sum up to x is π(x). Further, define f(x) := log x for x ≥ 1 and 0 otherwise. Thus, Theorem 1.29
implies

ϑ(x) =
∑
n≤x

anf(n)

= π(x)f(x)−
∫ x

0

π(t)f ′(t) dt

= π(x) log x−
∫ x

2

π(t)

t
dt,

so
ϑ(x)

x
=

π(x)

x/ log x
− 1

x

∫ x

2

π(t)

t
dt.

Given π(x) ∼ x/ log x, the main term here has π(x)/(x/ log x)→ 1 as x→∞, so we have left to show
that the right term vanishes. Well, |π(x)/(x/ log x)| → 1 as x → ∞ implies that this function has a
maximum on [2,∞), so we let M denote the maximum. Thus,∣∣∣∣∫ x

2

π(t)

t
dt

∣∣∣∣ ≤M ∫ x

2

log t

t
dt.

To finish, we use L’Hôpital’s rule to note

lim
x→∞

M
∫ x

2
log t/t dt

x
= lim
x→∞

M log x

x
= 0.
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• Showing (b) implies (a) follows from Lemma 2.6. Indeed, note

π(x)

x/ log x
=

∫ x
2

1/ log t dt

x/ log x
+
g(x)

x
+

log x

x

∫ x

2

g(t)

t(log t)2
dt, (2.1)

where g(x) := θ(x)− x. Using L’Hôpital’s rule, the main term has

lim
x→∞

∫ x
2

1/ log t dt

x/ log x
= lim
x→∞

1/ log x

(log x− 1)/(log x)2
= lim
x→∞

1

1− 1/ log x
= 1.

It remains to show that everything else on the right-hand side of (2.1) vanishes. We are given g(x)/x→
0 as x → ∞, so we have nothing to worry about there. For the last term, g(x)/x → 0 implies that we
can choose N so that x > N enforces |g(x)| ≤ 2x, meaning∣∣∣∣∫ x

2

g(t)

t(log t)2
dt

∣∣∣∣ ≤
∣∣∣∣∣
∫ N

2

g(t)

t(log t)2
dt

∣∣∣∣∣+

∫ x

N

1

(log t)2
dt.

The left term is constant so vanishes as x → ∞ when multiplied through by log x/x. The right term
will also vanish similarly: by L’Hôpital’s rule, we see

lim
x→∞

∫ x
N

1
(log t)2 dt

x/ log x
= lim
x→∞

1/(log x)2

(log x− 1)/(log x)2
= lim
x→∞

1

log x− 1
= 0.

This completes the proof. �

2.1.2 Poisson Summation
Starting with the easier parts of Riemann’s paper, we will show the functional equation for ζ(s). For this,
we use the Poisson summation formula.

Theorem 2.8 (Poisson summation). Let f : R→ C be a Schwarz function. Then∑
n∈Z

f(n) =
∑
n∈Z

(Ff)(n),

and both sums converge absolutely.

Proof. Consider the function
F (x) :=

∑
n∈Z

f(x+ n).

The point is to compute the Fourier series of F : R→ C. Thus, we divide the proof into steps.

1. Note that F is continuous. Indeed, we will essentially see that the series (absolutely) converges uni-
formly on compact sets: let FN denote the N th partial sum, where N ≥ 1. Thus, to show that F is
continuous on some closed interval [a, b], it su�ces to show that FN → F uniformly on [a, b] because
each FN is continuous. This will be enough because each x ∈ R is contained in some closed interval
[x− 1, x+ 1], so F is continuous at each x ∈ R.
Before doing anything, notex ∈ [a, b] implies |x| ≤ mwherem := max{|a|, |b|}, so we will takeN > 2m
throughout. Now, the Schwartz condition on f lets us find a constant C ∈ R such that

∣∣x2f(x)
∣∣ ≤ C,

so
|F (x)− FN (x)| ≤

∑
|n|>N

|f(x+ n)| ≤ 2C
∑
|n|>N

1

(x+ n)2
.

The sum now splits into

|F (x)− FN (x)| ≤
∑
n<−N

1

(x+ n)2
+
∑
n>N

1

(x+ n)2
=
∑
n>N

(
1

(n− x)2
+

1

(n+ x)2

)
.
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The summand is now decreasing in n, so we may upper-bound this by the integral test, writing

|F (x)− FN (x)| ≤
∫ ∞
N−1

(
1

(t− x)2
+

1

(t+ x)2

)
dt =

1

2(N − 1− x)
+

1

2(N − 1 + x)
,

which does vanish as N →∞.

As an aside, note that the above bounding has also shown that the series F (x) absolutely converges
because we showed that

∑
|n|>N |f(x+n)| converges for someN depending on x (though this depen-

dency is irrelevant here).

2. Note F is 1-periodic because rearranging the sum gives

F (x+ 1) =
∑
n∈Z

f(x+ n+ 1) =
∑
n∈Z

f(x+ n) = F (x).

3. The next step is compute the Fourier coe�cients of F , which for some n ∈ Z is

an(F ) =

∫ 1

0

(∑
k∈Z

f(x+ k)e−2πinx

)
dx.

We would like to exchange the integral and the sum, so we check the absolute convergence as∫ 1

0

(∑
k∈Z

∣∣f(x+ k)e−2πinx
∣∣)dx =

∫ 1

0

(∑
k∈Z
|f(x+ k)|

)
dx.

Now, we showed that the series x 7→
∑
k∈Z |f(x+k)| converges uniformly on compact closed intervals

[a, b], so it defines a continuous function on the closed interval [0, 1], so this integral converges. As such,
we may now apply Fubini’s theorem to get

an(F ) =
∑
k∈Z

∫ 1

0

f(x+ k)e−2πinx dx =
∑
k∈Z

∫ k+1

k

f(x)e−2πinx dx =

∫ ∞
−∞

f(x)e−2πinx dx = (Ff)(n).

4. We would like to build the Fourier series using Theorem C.20, but for this we must show that SF
converges absolutely and uniformly. Well, by Lemma C.6, we see that n 6= 0 have

(Ff)(n) =
1

2πin
· (Ff ′)(n) =

1

−4π2n2
· (Ff ′′)(n).

Now, (Ff ′′) is bounded by Remark C.5, so find M such that |(Ff ′′)(s)| ≤ M for all s. Checking the
absolute and uniform convergence, we see N > 0 lets us upper-bound

∑
|n|>N

∣∣an(F )e2πinx
∣∣ ≤ M

4π2

∑
|n|>N

1

n2
=

2M

4π2

∑
n>N

1

n2
=

2M

4π2

∫ ∞
N

1

x2
dx =

2M

4π2N
,

which does vanish as N →∞.

5. The previous step gives our absolute and uniform convergence, so Theorem C.20 tells us∑
n∈Z

f(x+ n) = F (x) =
∑
n∈Z

an(F )e2πinx =
∑
n∈Z

(Ff)(n)e−2πinx

for all x ∈ R. Setting x = 0 completes the proof. �
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Example 2.9. Let f be a Schwarz function, and define fx(t) := f(tx) for any x > 0. Then (Ffx)(s) =
1
x (Ff)

(
s
x

)
, so Theorem 2.8 yields∑

n∈Z
f(nx) =

∑
n∈Z

fx(n) =
∑
n∈Z

(Ffx)(n) =
1

x

∑
n∈Z

(Ff)(n/x)

for any x > 0.

Here is the most common way we will use Theorem 2.8, which is in the form Example 2.9.

Corollary 2.10. Fix some t > 0 and α ∈ R. Then∑
n∈Z

e−πn
2t−2πinα =

1√
t

∑
n∈Z

e−π(n+α)2/t,

and both sums converge absolutely.

Proof. Set f(x) := e−πx
2t−2πixα. In particular, we note that the Gaussian g(x) := e−πx

2 is Schwarz with
Fourier transform (Fg)(s) = g(s) by Exercise C.7, so f(x) = g(

√
tx)e−2πixα is a Schwarz function with

Fourier transform
(Ff)(s) =

1√
t
(Fg)

(
s+ α√

t

)
=

1√
t
e−π(s+α)2/t.

Thus, by Theorem 2.8, we have∑
n∈Z

e−πn
2t−2πinα =

∑
n∈Z

f(n) =
∑
n∈Z

(Ff)(n) =
∑
n∈Z

1√
t
e−π(s+α)2/t =

1√
t

∑
n∈Z

e−π(s+α)2/t,

and all sums converge absolutely. �

2.2 January 27
We began class finishing the proof of Theorem 2.8. I have edited directly into that proof for continuity.

2.2.1 An Abstract Functional Equation
We now use Theorem 2.8 in order to show the functional equation for ζ, which provides us with its mero-
morphic continuation.

There is a usual functional equation, but we will take a moment to point out that there is nothing par-
ticularly special about the functional equation we are about to construct. Indeed, we can build a family of
functional equations as follows.

Proposition 2.11. Call a Schwarz function f : R→ R “slow” if and only if the function

Sf (x) :=
∑
n∈Z

f(nx)

is defined on (0,∞) and decays at a rate of (α, β) for all 0 < α < β. If f is slow, then I(f, s) := (MSf )(s)
converges absolutely to a holomorphic function on {s : Re s > 0}. In fact, if Ff is also slow, then

I(Ff, 1− s) = I(f, s)

for 0 < Re s < 1.
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Proof. The second sentence follows from Proposition 1.57.
It remains to show the last sentence. By Example 2.9, we see∑

n∈Z
f(nx) =

1

x

∑
n∈Z

(Ff)(n/x)

for any x > 0. It follows that

I(f, s) =

∫ ∞
0

(∑
n∈Z

f(nx)

)
xs
dx

x

=

∫ ∞
0

(∑
n∈Z

(Ff)(n/x)

)
xs−1 dx

x

=

∫ ∞
0

(∑
n∈Z

(Ff)(nx)

)
x1−s dx

x

= I(Ff, 1− s),

which is what we wanted. �

Corollary 2.12. Continue in the context of Proposition 2.11, but further assume that the (double) inte-
grals I(f, s) and I(Ff, s) both absolutely converge for Re s > 0. Then

ζ(s)(Mf)(s) = (MFf)(1− s)ζ(1− s).

Proof. Because the (double) integral I(f, s) absolutely converges, we may use Fubini’s theorem to write

I(f, s) =

∫ ∞
0

(∑
n∈Z

f(nx)

)
xs
dx

x

=
∑
n∈Z

(∫ ∞
0

f(nx)xs
dx

x

)
∗
= 2

∞∑
n=1

(
1

ns

∫ ∞
0

f(x)xs
dx

x

)
= 2ζ(s)(Mf)(s),

Note at ∗= we have assumed that f(0) = 0, which holds because Sf (x) converges absolutely. (Indeed, if
f |(0)| > 0, then as x→ 0+, we would have Sf (x) diverge: we may say |f(x)| > |f(0)|/2 for |x| < δ, but then
the absolute sum is bounded below by n|f(0)|/2 at x = δ/n.) To finish, we plug into the functional equation
of Proposition 2.11. �

Remark 2.13. We could spend time searching for a function f satisfying all of our various hypotheses,
but we are about to show a more concrete functional equation, so there is little point.

2.2.2 Facts about Γ

In this subsection, we will collect a few facts about Γ which will be helpful shortly. We will loosely follow
[Tao14, Section 1].
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Definition 2.14. For Re s > 0, we define

Γ(s) :=

∫ ∞
0

e−tts
dt

t
.

Remark 2.15. In some sense, Γ is a continuous version of a Gauss sum: it’s an integral of an additive
character multiplied by a multiplicative character, over a suitable Haar measure.

Remark 2.16. Define f : [0,∞)→ R by f(t) := e−t so that Γ =Mf by definition. Notably, for any c > 0,
the function t 7→ tcf(t) is bounded on [0,∞) because

lim
t→∞

tcf(t) = lim
t→∞

tc

et
= 0.

(Explicitly, find N such that |tcf(t)| < 1 for any x > N ; for x ≤ N , note t 7→ tcf(t) has a maximum on
the compact set [0, N ].) Thus, f decays at a rate of (α, β) for any 0 < α < β, so Proposition 1.57 implies
that Γ converges absolutely and is a holomorphic function on {s : Re s > 0} by taking the union over all
such (α, β).

Remark 2.16 assures us that Γ is holomorphic on Re s > 0, but we quickly note that we can provide Γ with a
meromorphic continuation to the left, at the cost of some poles.

Lemma 2.17. For any Re s > 0, we have Γ(s+ 1) = sΓ(s).

Proof. This is integration by parts. Indeed, we compute

Γ(s+ 1) =

∫ ∞
0

e−tts dt

= −e−tts
∣∣∣∣∞
0

+

∫ ∞
0

e−tsts−1 dt

= 0 + s

∫ ∞
0

e−tts
dt

t

= sΓ(s),

which is what we wanted. �

Example 2.18. For any positive integer n, applying Lemma 2.17 inductively yields

Γ(n) = (n− 1)Γ(n− 1) = (n− 1)(n− 2)Γ(n− 2) = · · · = (n− 1)!Γ(1).

Notably, Γ(1) =
∫∞

0
e−t dt = 1, so we see Γ(n) = (n− 1)! for any positive integer n.

Remark 2.19. We now describe how to (inductively) continue Γ using Lemma 2.17. Fix some n ∈ N and
set Un := {s : Re s > −n,−s /∈ Z≥0}. Then we define Γn := Un → C by

Γn(s) :=
Γ(s+ n)

s(s+ 1)(s+ 2) · · · (s+ n− 1)
.

Because Γ is holomorphic on Re s > 0, we see Γn is holomorphic on Un. Further, Lemma 2.17 implies
that Γn(s) = Γ(s) for Re s > 0, so we have indeed defined a continuation of Γ. Sending n→∞ provides
our meromorphic continuation of Γ to all of C.
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Remark 2.19 is in some sense analogous to defining a continuation for ζ(s) to all of C using the repeated
integration by parts mentioned in Remark 1.38. However, just as with ζ, there is a “functional equation”
for Γ which does not require the sort of inductive arguments of Remark 2.19. We begin by upgrading
Lemma 2.17.

Lemma 2.20. For any s1, s2 ∈ C such that Re s1,Re s2 > 0, we have

Γ(s1 + s2)

∫ 1

0

us1−1(1− u)s2−1 du = Γ(s1)Γ(s2).

Proof. Remark 2.16 tells us that the integral defining Γ converges absolutely, so Fubini’s theorem lets us
write

Γ(s1)Γ(s2) =

∫ ∞
0

∫ ∞
0

e−t1−t2ts1−1
1 ts2−1

2 dt1dt2.

We would like to combine the t1 and t2 into a single t. Thus, we set t1 = ut and t2 = (1−u)t for u ∈ [0, 1] and
t ∈ (0,∞]. More precisely, for t1, t2 > 0, we have u = t1/(t2 + t1) and t = t1 + t2, which makes our Jacobian

det

([
∂t1/∂u ∂t1/∂t
∂t2/∂u ∂t2/∂t

])
= det

([
t u
−t 1− u

])
= t.

Thus,

Γ(s1)Γ(s2) =

∫ 1

0

∫ ∞
0

etts1+s2−1us1−1(1− u)s2−1 dtdu.

This still absolutely converges (indeed, we can just change coordinates back to dt1dt2 to see this), so a last
application of Fubini’s theorem reveals

Γ(s1)Γ(s2) =

(∫ 1

0

us1−1(1− u)s2−1 du

)(∫ 1

0

etts1+s2−1 dt

)
= Γ(s1 + s2)

∫ 1

0

us1−1(1− u)s2−1 du,

which is what we wanted. �

Remark 2.21. Because Γ(1) = 1 and
∫ 1

0
us du = 1

s for Re s > 0, we see Lemma 2.20 implies

Γ(s) = Γ(s)Γ(1) = Γ(s+ 1)

∫ 1

0

us du =
1

s
Γ(s+ 1),

thus recovering Lemma 2.17.

Proposition 2.22 (Functional equation for Γ). For any s with 0 < Re s < 1, we have

Γ(s)Γ(1− s) =
π

sin(πs)
.

Proof. By Lemma 2.20, we see

Γ(s)Γ(1− s) = Γ(1)

∫ 1

0

us−1(1− u)−s du =

∫ 1

0

(1− u)

(
u

1− u

)s−1

du.

As such, we have reduced to compute some integral. This is done via contour integration. Thus, we set
t := u

1−u = 1
1−u − 1 so that u = t

t+1 and dt = 1
(1−u)2 du = (1 + t)2 du, which gives

Γ(s)Γ(1− s) =

∫ ∞
0

ts−1

1 + t
dt.
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We are now ready to use contour integration. Being careful, the function t 7→ ts−1 is given a meromorphic
continuation to C \ R≥0 by t 7→ exp((s − 1) log t), where log t has a branch cut at R≥0; explicitly, Im(log t) ∈
[0, 2π). Now, for fixed R, ε with R > 1 > ε > 0, draw the following contour γ, split into four pieces.

R

ε

γ1

γ3

γ2

γ4

Notably, the function f(z) := zs−1/(1 + z) is meromorphic on C \ R≥0 with a single simple pole at z = −1,
with residue (−1)s−1 = eπi(s−1). Thus, the Residue theorem yields

1

2πi

∮
γ

f(z) dz = eπi(s−1) = −eπis

because z = −1 lies within the interior of γ. We now compute the integral
∮
γ
f(z) dz on each of the γi

independently.

• For i ∈ {1, 3}, we compute ∫
γi

f(z) dz =

∫ R

0

λi(t± εi)s−1

1 + (t± εi)
(±dt),

where λi = 1 (and we use +) if i = 1, and λi = e2πi(s−1) = e2πis (and we use−) if i = 3. Now, for each
ε ∈ (0, 1), we see ∣∣∣∣ (t± εi)s−1

1 + (t+ εi)

∣∣∣∣ ≤ (t+ 1)Re s−1

1 + t
,

and the right-hand function has finite integral over [0, R] because Re s > 0. Thus, we may apply the
Dominated convergence theorem to see that sending ε→ 0+ tells us that

lim
R→∞

lim
ε→0+

∫
γi

f(z) dz = lim
R→∞

±λi
∫ R

0

ts−1

1 + t
dt = ±λi

∫ ∞
0

ts−1

1 + t
dt.

• On γ2, we bound ∣∣∣∣∫
γ2

f(z) dz

∣∣∣∣ ≤ 2πR · max
z∈im γ2

|f(z)|.

To compute this maximum, we use the fact that |z| = R > 1 to see∣∣∣∣ zs−1

1 + z

∣∣∣∣ ≤ RRe s−1

R− 1
,

so ∣∣∣∣∫
γ2

f(z) dz

∣∣∣∣ ≤ 2πRRe s

R− 1
=

2πRRe s−1

1− 1/R
.

Sending R→∞ has this integral go to 0/1 because Re s < 1.
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• On γ4, we bound ∣∣∣∣∫
γ4

f(z) dz

∣∣∣∣ ≤ πε · max
z∈im γt

|f(z)|.

To compute this maximum, we use the fact that |z| = ε < 1 to see∣∣∣∣ zs−1

1 + z

∣∣∣∣ ≤ εRe s−1

1− ε
,

so ∣∣∣∣∫
γ4

f(z) dz

∣∣∣∣ ≤ πεRe s

1− ε
.

Sending ε→ 0+ has this integral go to 0/1 because Re s > 0.
Combining the above integrals, we see

−2πieπis =

∮
γ

f(z) dz =
(
1− e2πis

) ∫ ∞
0

ts−1

1 + t
dt

upon sending ε→ 0+ and then R→∞. Rearranging,

Γ(s)Γ(1− s) =

∫ ∞
0

ts−1

1 + t
dt =

−2πieπis

1− e2πis
=

π

(e−πis − eπis) /(2i)
=

π

sin(πs)
,

which is what we wanted. �

Example 2.23. Plugging in s = 1/2 into Proposition 2.22, we see Γ(1/2)2 = π. However, the definition
of Γ surely has Γ(1/2) > 0, so we must have Γ(1/2) =

√
π.

Corollary 2.24. The function Γ has a meromorphic continuation to all C, and Γ has no zeroes. The only
poles are simple poles occurring at all nonpositive integers, and the residue of the pole at−n is (−1)n/n!
for each positive integer n.

Proof. For completeness, we use the functional equation to produce an analytic continuation. Let Z be the
zeroes of Γ in {s : Re s > 0}, which we know is an isolated set because Γ is a nonconstant holomorphic
function. Now, define U := C \ (Z≤0 ∪ {s : 1− s ∈ Z}), and define a function U → C by

s 7→

{
Γ(s) if Re s > 0,

π/(Γ(1− s) sin(πs)) if Re s < 1.

Note Proposition 2.22 tells us that this function is well-defined on the overlapping region {s : 0 < Re s < 1}.
Thus, gluing these meromorphic functions together, we define a single meromorphic function Γ: U → C.

It remains to show the other listed properties of Γ. Note that Γ(s + 1) = sΓ(s) holds on {s : Re s > 0}
and hence everywhere by analytic continuation. Thus, for the residue computation, we fix some nonnegative
integer n and write

lim
s→0

sΓ(s− n) = lim
s→0

sΓ(s− n+ 1)

(s− n)
= · · · = lim

s→0

sΓ(s+ 1)

(s− n)(s− n+ 1) · · · (s− 1)(s)
=

Γ(1)

(−1)nn!
.

Thus, Γ has a pole of residue (−1)n/n! at−n for each nonnegative integer n.
Lastly, we show that Γ has no zeroes. Note Γ has no zeroes on the positive integers by Example 2.18,

and Γ isn’t even defined on the nonpositive integers, so Γ has no zeroes on Z. Additionally, we note that we
surely have an analytic continuation of Γ by C \ Z≤0 by Remark 2.19. Thus, we see each s ∈ C \ Z≤0 has
1− s ∈ C \ Z≤0, thus giving

Γ(s)Γ(1− s) =
π

sin(πs)
6= 0,

which forces Γ(s) 6= 0. (Note this functional equation extends from {s : 0 < Re s < 1} to all C \ Z by
uniqueness of analytic continuation.) �
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Remark 2.25. Corollary 2.24 tells us that 1/Γ(s) is an entire function. Indeed, the poles of Γ becomes
0s, and Γ has no zeroes to become poles! Notably, Corollary 2.24 tells us that 1/Γ(s) is entire with only
simple zeroes at the nonpositive integers n.

While we’re here, we give another application of Lemma 2.20.

Proposition 2.26. For any s ∈ C \ Z≤0, we have

Γ
(s

2

)
Γ

(
s+ 1

2

)
=
√
π21−sΓ(s).

Proof. By the uniqueness of analytic continuation, it su�ces to show this for 0 < Re s < 1. Now Lemma 2.20
lets us write

Γ
(
s
2

)
Γ
(
s
2

)
Γ(s)

=

∫ 1

0

us−1(1− u)s−1 du

=

∫ 1

−1

(
1 + t

2

)s/2−1(
1− t

2

)s/2−1
dt

2

=
1

2s−1

∫ 1

−1

(
1− t2

)s/2−1
dt

=
1

2s

∫ 1

0

(
1− t2

)s/2−1
dt

=
1

2s−1

∫ 1

0

u1/2−1(1− u)s/2−1 dt

=
1

2s−1
·

Γ
(

1
2

)
Γ
(
s
2

)
Γ
(
s+1

2

) .

By Corollary 2.24, Γ(s/2) 6= 0 for all s, so we may rearrange the above into

Γ
(s

2

)
Γ

(
s+ 1

2

)
= Γ

(
1

2

)
21−sΓ(s).

Plugging in Γ(1/2) =
√
π from Example 2.23 completes the proof. �

2.2.3 Bounds on Γ

While Γ is still fresh in our mind, we will prove a few bounds about it. We continue to roughly follow [Tao14].
From Theorem B.22, we know that a lower bound on Γ will produce an upper bound on 1/Γ and thus a
factorization of 1/Γ. However, it will be convenient to actually provide this factorization first and then use it
to produce bounds.

Proposition 2.27. For any s ∈ C, we have

1

Γ(s)
= seγs

−∞∏
n=−1

E1(s/n).

Here, γ is the Euler–Mascheroni constant, andE1(z) = (1− z)ez. In fact, this product converges abso-
lutely and uniformly.

46



2.2. JANUARY 27 191: ANALYTIC NUMBER THEORY

Proof. The infinite product converges absolutely and uniformly to an entire function by Lemma B.18. In-
deed, we see that

#{k : −k < r} = brc+ 1 < r + 1� r1+ε

for any ε > 0. (Formally, note (r + 1)r−1−ε → 0 as r → ∞, so this continuous function is bounded.) So
indeed, we have all the correct convergence.

It follows from the uniqueness of analytic continuation that we can just check the identity for s ∈ R>0.
Quickly, we remove the γ term by writing

seγs
−∞∏
n=−1

E1(s/n) = lim
n→∞

se
∑n
k=1 s/k−s logn

n∏
k=1

(1 + s/k)e−s/k

= lim
n→∞

sn−s
n∏
k=1

(1 + s/k)

= lim
n→∞

s(s+ 1) · · · (s+ n)

nsn!
.

Thus, it su�ces to show that
Γ(s)

?
= lim
n→∞

nsn!

s(s+ 1) · · · (s+ n)
.

Using the functional equation Γ(s+ 1) = sΓ(s) from Lemma 2.17 inductively tells us that Γ(n+ 1) = n! and
Γ(s+ n+ 1) = (s+ n) · · · (s+ 1)sΓ(s), so we see

lim
n→∞

nsn!

s(s+ 1) · · · (s+ n)
= lim
n→∞

(
ns · Γ(s)Γ(n+ 1)

Γ(s+ n+ 1)

)
.

Now using Lemma 2.20, this is

lim
n→∞

ns · Γ(s)Γ(n+ 1)

Γ(s+ n+ 1)
= lim
n→∞

ns
∫ 1

0

ts−1(1− t)n dt

= lim
n→∞

∫ 1

0

(nt)s−1(1− t)n ndt

= lim
n→∞

∫ n

0

ts−1

(
1− t

n

)n
dt.

We would like to use the Dominated convergence to compute this limit of integrals as Γ(s). As such, we for
each n, define

fn(t) := ts−1

(
1− t

n

)n
1≤n(t).

We would like to use the Dominated convergence theorem on the fn. Well, for t ≥ n, we see fn(t) = 0, and
for t < n, we see

log fn(t) = (s− 1) log t+ n log

(
1− t

n

)
∗
≤ (s− 1) log t+ n

(
1− t

n

)
= (s− 1) log t− t,

where
∗
≤ holds by using the power series− log(1− x) = x+ x2

2 + x3

3 + · · · . Thus, fn(t) ≤ ts−1e−t, which has
a finite integral over (0,∞) bounded by Γ(s). Thus, by the Dominated convergence theorem, we see

lim
n→∞

∫ ∞
0

fn(t) dt =

∫ ∞
0

(
lim
n→∞

fn(t)
)
dt =

∫ ∞
0

ts−1e−t dt = Γ(s),

where we have used the fact that
(
1− t

n

)n → e−t as n → ∞. (This also can be seen by taking logs and
bounding the error term.) This completes the proof. �
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Corollary 2.28. For s ∈ C \ Z≤0, we have

Γ′(s)

Γ(s)
= lim
n→∞

(
log n−

n∑
k=0

1

s+ k

)
.

Proof. Note that the product of Proposition 2.27 converges absolutely and uniformly. Thus, Corollary A.28
applies and tells us that

−Γ′(s)

Γ(s)
=

(1/Γ)′(s)

(1/Γ)(s)
=

1

s︸︷︷︸
s

+ γ︸︷︷︸
eγs

+

−∞∑
k=−1

1

k
· E
′
1(s/k)

E1(s/k)︸ ︷︷ ︸
E1(s/k)

wherever 1/Γ(s) 6= 0, which is exactly s ∈ C \ Z≤0 by Remark 2.25. Now, we see

E′1(z)

E1(z)
=

1

z − 1
+ 1,

so

Γ′(s)

Γ′(s)
= −1

s
− γ +

−∞∑
k=−1

(
1

−k
− 1

s− k

)
= −1

s
− γ +

∞∑
k=1

(
1

k
− 1

s+ k

)
,

where we must be very careful about signs. To finish, we use the definition of γ to write

Γ′(s)

Γ(s)
= lim
n→∞

(
− 1

s
+ log n−

n∑
k=1

1

k
+

n∑
k=1

(
1

k
− 1

s+ k

))
= lim
n→∞

(
log n−

n∑
k=0

1

s+ k

)
,

which is what we wanted. �

Thus, to estimate Γ′/Γ, we want to know about the rate of growth of harmonic numbers. It turns out that
Abel summation is not quite good enough for our purposes, so we will have to integrate by parts one more
time.

Lemma 2.29 (Trapezoid rule). Fix a continuously twice-di�erentiable function f : [m,n] → C, where
m < n are integers. Then

n∑
k=m

f(k) =

∫ n

m

f(t) dt+
f(m) + f(n)

2
+O

(∫ n

m

|f ′′(t)| dt
)
.
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Proof. This is integration by parts twice. Indeed, we see∫ n

m

f(t) dt =

n−1∑
k=m

∫ k+1

k

f(t) dt

=

n−1∑
k=m

(
1

2
f(k + 1)−−1

2
f(k)−

∫ k+1

k

(
t− n− 1

2

)
f ′(t) dt

)

=

n−1∑
k=m

(
f(k + 1) + f(k)

2
−
∫ k+1

k

(
t− n− 1

2

)
f ′(t) dt

)

=

n−1∑
k=m

(
f(k + 1) + f(k)

2
−

(
1

2

(
n+ 1− n− 1

2

)2

− 1

8

)
f ′(n+ 1)

+

(
1

2

(
n− n− 1

2

)2

− 1

8

)
f ′(n) +

∫ k+1

k

(
1

2

(
t− n− 1

2

)2

− 1

8

)
f ′′(t) dt

)

=

n−1∑
k=m

(
f(k + 1) + f(k)

2
+

1

2

∫ k+1

k

(
{t}2 − {t}

)
f ′′(t) dt

)

=

n∑
k=m

f(k)− f(m) + f(n)

2
+

1

2

∫ n

m

(
{t}2 − {t}

)
f ′′(t) dt.

Rearranging the above equality finishes upon noting that the function {t}
2−{t}
2 has a maximum (for example,

it is bounded in magnitude by 1+1
2 = 1). �

And here is our estimate.

Proposition 2.30. Fix ε ∈ (0, π). For s ∈ {z ∈ C : | arg z| < π − ε}, we have

Γ′(s)

Γ(s)
= log s− 1

2s
+Oε

(
1/|s|2

)
.

Proof. We use Corollary 2.28. Using Lemma 2.29, we set f(t) := 1/(s+ t) so that
n∑
k=0

1

s+ k
=

∫ n

0

1

s+ t
dt+

f(0) + f(n)

2
+O

(∫ n

0

2

|s+ t|3
dt

)
= log(n+ s)− log s+

1

2s
+

1

2(n+ s)
+O

(∫ n

0

2

|s+ t|3
dt

)
.

We would like for the integral to be Oε
(
1/|s|2

)
as n→∞. We have two cases.

• If Re s ≥ 0, then |s+ t| ≥ Re(s+ t) ≥ t and |s+ t| ≥ |s| for each t ≥ 0, so we can easily upper-bound∫ n

0

2

|s+ t|3
dt ≤

∫ 1

0

2

|s+ t|3
dt+

∫ ∞
1

2

|s+ t|3
dt

≤
∫ 1

0

2

|s|3
dt+

∫ ∞
1

2

|t|3
dt

=
2

|s|3
+

(
− 1

t2

∣∣∣∣∞
1

)
=

2

|s|3
− 1,

which is in fact O
(
1/|s|2

)
.
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• If Re s < 0, then we note Im s > 0 because arg z 6= π. Here the bounding is harder; take n > 2|s| for
convenience. For large values of t, we note t ≥ 2|s|will make |s+ t| ≥ t− |s| fairly large, so∫ n

2|s|

2

|s+ t|3
dt ≤

∫ ∞
2|s|

2

(t− |s|)3
dt = − 1

(t− |s|)2

∣∣∣∣∞
2|s|

=
1

|s|2
,

which is O
(
1/|s|2

)
.

Now, the interval t ∈ [0, 2|s|] is more di�cult to handle. Because t is real, we note that |s + t| =√
(t+ Re s)2 + (Im s)2 ≥ | Im s|, which is perhaps the best we can do because s+ t can have arbitrarily

small real part in this interval. However, letting θ := arg z, we note that
Im s

|s|
= | sin θ| ≥ sin(π − ε)

by assumption on arg s. Thus,∫ 2|s|

0

2

|s+ t|3
dt ≤

∫ 2|s|

0

2

| Im s|3
dt = 2|s| · 2

| Im s|3
≤ 4| sin(π − ε)|3 · 1

|s|2
,

which is still Oε
(
1/|s|2

)
, so we are safe. Totaling our integrals finishes.

In total, we see that
n∑
k=0

1

s+ k
= log(n+ s)− log s+

1

2s
+

1

2(n+ s)
+Oε

(
1/|s|2

)
.

Thus, by Corollary 2.28, we see

Γ′(s)

Γ(s)
= lim
n→∞

(
log n−

n∑
k=0

1

s+ k

)

= lim
n→∞

(
log n− log(n+ s) + log s− 1

2s
− 1

2(n+ s)
+Oε

(
1/|s|2

))
= log s− 1

2s
+ lim
n→∞

(
log

(
1− s

n+ s

)
− 1

2(n+ s)

)
+Oε

(
1/|s|2

)
= log s− 1

2s
+Oε

(
1/|s|2

)
,

which is what we wanted. �

Taking the integral of this allows us to recover a version of Stirling’s approximation.

Proposition 2.31 (Stirling’s approximation). Fix ε ∈ (0, π/2). For s ∈ {z ∈ C : | arg z| < π − ε}, we have

log Γ(s) =

(
s− 1

2

)
log s− s+

1

2
log 2π +Oε(1/|s|).

Proof. Set Ωε := {z ∈ C : | arg z| < π − ε}; note that Ωε is convex because (roughly speaking) any com-
plex nonzero complex number on the line segment connecting two nonzero complex numbersα, β will have
argument between the two arguments of α and β. Anyway, we proceed in steps.

1. The function Γ is holomorphic on Ωε and does not vanish there by Remark 2.25, so Lemma A.16 grants
us a logarithm. In fact, using Remark A.17 to get our explicit logarithm, we see

log Γ(s) = log Γ(1)︸ ︷︷ ︸
0

+

∫ s

1

Γ′(z)

Γ(z)
dz,

where the integral here is along the straight line from 1 to s (which does live in Ωε because Ωε is convex).
Thus, we see we do in fact want to integrate the bound given by Proposition 2.30.
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2. Being a little careful, we set

Eε(s) :=
Γ′(s)

Γ(s)
− log s+

1

2s
.

Notably,Eε is holomorphic on Ωε because the right-hand side here is holomorphic on Ωε (for suitably
chosen log), so Eε is in particular integrable. Additionally, we note that |Eε(s)| ≤ Cε/|s|2 for some
constant Cε and |s| large enough. Thus, fixing s and some large N > |s|, we compute for |s| large
enough that ∫ s

1

Eε(z) dz =

∫ N

1

Eε(z) dz −
∫ N

s

Eε(z) dz.

The left integral here converges absolutely as N →∞ because∫ ∞
1

|Eε(z)| dz ≤ Cε
∫ ∞

1

1

z2
dz = Cε.

We would like to show that the right integral is Oε(1/|s|). However, if s is close to the negative real
axis, there are potentially large contributions of the integral when z is roughly 0, so we change our
path.
Instead of using the straight line from s toN , we follow the arc of a circle with center at z = 0 and radius
|s| until we hit the positive real axis (moving clockwise if Re s > 0 and counterclockwise otherwise);
then we move along the positive real axis from |s| to N . Letting γ denote this arc, we see∣∣∣∣∣

∫ N

s

Eε(z) dz

∣∣∣∣∣ ≤
∣∣∣∣∫
γ

Eε(z) dz

∣∣∣∣+

∣∣∣∣∣
∫ N

|s|
Eε(z) dz

∣∣∣∣∣
≤ `(γ) · max

z∈im γ
{|Eε(z)|}+

∫ N

|s|
|Eε(z)| dz

≤ π|s| · Cε
|s|2

+ Cε

∫ N

|s|

1

z2
dz

=
Cεπ

|s|
+
Cε
|s|
− Cε
N
.

In total, we see ∫ s

1

Eε(z) dz =

∫ N

1

Eε(z) dz +O

(
Cεπ

|s|
+
Cε
|s|
− Cε
N

)
.

Sending N →∞ shows that this is∫ s

1

Eε(z) dz =

∫ ∞
1

Eε(z) dz︸ ︷︷ ︸
C:=

+Oε(1/|s|),

which is good enough for our purposes.

3. Integrating over Eε, we see

log Γ(s) =

∫ s

1

Γ′(z)

Γ(z)
dz

=

∫ s

1

(
log z − 1

2z

)
dz +

∫ s

1

Eε(z) dz

= s log s− s− 1

2
log s+ C +Oε(1/|s|)

=

(
s− 1

2

)
log s− s+ C +Oε(1/|s|)

for some constant C chosen above.
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4. It remains to show C = 1
2 log 2π. For this, we use Proposition 2.22. We restrict our attention to Ω′ε :=

{z ∈ C : ε < | arg z| < π − ε}. For t > 0, set s := 1
2 + it; notably, s, 1 − s ∈ Ωε for t > 1

2 because this
gives arg s, arg(1− s) ∈ (−π/2, π/2). Also, |s| = |1− s| ≥ t. Thus, on one hand, we can use our bound
above to show

log Γ(s)Γ(1− s) = log Γ(s) + log Γ(1− s)

= it log

(
1

2
+ it

)
−
(

1

2
+ it

)
+ C − it log

(
1

2
− it

)
−
(

1

2
− it

)
+ C +Oε(1/|t|)

= 2C + it log

(
1/(2t) + i

1/(2t)− i

)
− 1 +Oε(1/|t|).

We are going to need to understand the log term here more carefully. Choosing a suitable branch of
log (say, now away from the positive reals), we write x := 1/t so that we are interested in the behavior
of the holomorphic function f(x) := log

(
x/2+i
x/2−i

)
at x = 0. Notably, f(0) = log(−1) = πi (for some

choice of branch of log). Additionally, we see

f ′(x) =
1/2

x/2 + i
− 1/2

x/2− i

yields f ′(0) = −i. Thus, our power series for f is given by f(x) = πi− it+ · · · , so

lim
t→∞

(
πt+ it log

(
1/(2t) + it

1/(2t)− i

))
= lim
x→0

if(x) + π

x
= 1.

On the other hand, we see

log

(
π

sin(πs)

)
= log π − log sin

(π
2

+ πit
)

= log π − log

(
eiπ/2−πt − e−iπ/2+πt

2i

)
= log π − log

(
eπt + e−πt

2

)
= −πt+ log 2π − log

(
1 + e−2πt

)
,

up to multiples of 2πi, so

2C + it log

(
1/(2t) + i

1/(2t)− i

)
− 1 +Oε(1/|t|) = −πt+ log 2π − log

(
1 + e−2πt

)
.

Quickly, we rearrange this to

2C +

(
πt+ it log

(
1/(2t) + i

1/(2t)− i

)
− 1

)
+Oε(1/|t|) = log 2π − log

(
1 + e−2πt

)
.

Thus, sending t→∞makes almost all terms vanish, leaving us with C = 1
2 log 2π (up to a multiple of

2πi). This completes the proof. �

Corollary 2.32. Fix real numbers a < b. For any σ ∈ [a, b], we have

|Γ(σ + it)| ∼a,b
√

2πe−π|t|/2|t|σ−1/2

as |t| → ∞.
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Proof. For psychological reasons, we quickly reduce to the case where t > 0. By definition of Γ, we see that
Γ(s) ∈ R if s ∈ R>0, so Γ(s) = Γ(s). However, these are both holomorphic functions, so the uniqueness of
analytic continuation enforces

|Γ(σ + it)| = |Γ(σ + it)| = |Γ(σ + it)| = |Γ(σ − it)|.

Thus, adjusting for the sign appropriately, we may assume t > 0 in the argument which follows.
Now, this bound is an application of Proposition 2.31. Set ε := π/4 and assume that t > max{|a|, |b|}

throughout so that arg s ∈ (π/4, 3π/4). Thus, noting |s| ≥ t, we get the estimate

log Γ(σ + it) =

(
σ + it− 1

2

)
log(σ + it)− (σ + it) +

1

2
log 2π +O(1/t)

=

(
σ − 1

2

)
log t+ it log

(σ
t

+ i
)
− σ +

1

2
log 2π

+

(
σ − 1

2

)
log
(σ
t

+ i
)

+ it(log t− 1) +O(1/t).

Because we want |Γ(σ+ it)| = exp(Re log Γ(σ+ it)), we are primarily interested in the real part of the above
expression. Notably, log

(
σ
t + i

)
→ log i = πi/2 as t → ∞, so this term contributes no real part. Similarly,

it(log t− 1) is purely imaginary and doesn’t matter.
The hardest term left to understand is it log

(
σ
t + i

)
. Well, set x := 1/t and f(x) := log(σx + i), and we

want to understand the behavior of f around x = 0. Notably, for suitably chosen log, we are holomorphic at
x = 0 with f(0) = log i = iπ/2 and f ′(0) = σ

σ·0+i = −σi. Thus,

lim
t→∞

(
it log

(σ
t

+ i
)
− σ +

π

2
t
)

= lim
x→0

if(x) + π
2 − σx
x

= 0,

so in total,

lim
t→∞

log

∣∣∣∣ Γ(σ + it)√
2πe−πt/2tσ−1/2

∣∣∣∣ = lim
t→∞

((
σ − 1

2

)
log t− log tσ−1/2 + it log

(σ
t

+ i
)
− σ +

π

2
t

)
= 0.

Taking exp of both sides completes the proof. �

2.2.4 The Functional Equation
We now return to discussing the functional equation for ζ. Being concrete, we will want to fix a particular
Schwarz function f : R → R. Staring at Corollary 2.12, we see that it will be helpful to have control over
both f and Ff , so we will take f(x) := e−πx

2 , even this of course does not satisfy all the hypotheses. The
associated function Sf has a name.

Definition 2.33 (Γ). For complex numbers s ∈ C such that Re s > 0, define the function Θ by

Θ(s) :=
∑
n∈Z

e−πns
2

.

Remark 2.34. Note that series defining Θ converges absolutely and uniformly on any region {s : Re s >
ε} for any ε > 0 by the Weierstrass M-test: indeed, we may upper-bound

∑
n∈Z

∣∣∣e−πn2s
∣∣∣ =

∑
n∈Z

e−πn
2(Re s) ≤ 1 + 2

∞∑
n=1

e−πεn
2

≤ 1 + 2

∞∑
n=1

e−πεn = 1 + 2 · e−πε

1− e−πε
<∞.

In particular, the uniform convergence confirms that Θ defines a holomorphic function on {s : Re s ≥ ε}
for any ε > 0 by Lemma A.15; taking the union over all ε > 0 confirms that Θ is holomorphic on {s :
Re s > 0}.

The functional equation for ζ will come from the following functional equation for Θ.
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Proposition 2.35. For any s such that Re s > 0, we have

Θ(s) =
1√
s

Θ

(
1

s

)
.

Proof. Note that Θ is holomorphic on the region {s : Re s > 0} by Remark 2.34. On the other side, we note
that Re s > 0 implies that Re(1/s) > 0 as well: writing s = a+ bi for a > 0, we have

1

s
=

1

a+ bi
=

a− bi
a2 + b2

=
a

a2 + b2
− b

a2 + b2
i,

which does have positive real part. Thus, we see that Θ(1/s) is the composite of holomorphic functions and
is therefore holomorphic, as is s−1/2Θ(1/s).

In total, by the uniqueness of analytic continuation, it therefore su�ces to show that our holomorphic
functions are equal on R>0. Well, for fixed t > 0, we note Corollary 2.10 grants

Θ(t) =
∑
n∈Z

e−πnt
2

=
∑
n∈Z

1√
t
e−πn/t

2

=
1√
t
Θ

(
1

t

)
,

which is what we wanted. �

As an application, we note that we get some asymptotics for Θ.

Corollary 2.36. As ε→ 0+, we have Θ(ε) ∼ 1/
√
ε.

Proof. Note that

lim
t→∞

Θ(t)
∗
= lim
t→∞

∑
n∈Z

e−πnt
2

=
∑
n∈Z

(
lim
t→∞

e−πnt
2
)

= 1 + 2

∞∑
n=1

(
lim
t→∞

e−πnt
2
)

= 1,

where the interchange of the sum and limit in ∗= is justified by the Dominated convergence theorem. For
example, take the limit over functions with t > 1; because the functions are decreasing with respect to t, it’s
enough to note Θ(1) converges by Remark 2.34.

Anyway, Proposition 2.35 now implies

lim
ε→0+

√
εΘ(ε) = lim

t→∞

√
1/tΘ(1/t) = lim

t→∞
Θ(t) = 1.

Rearranging completes the proof. �

Remark 2.37. For z ∈ H, set q := e2πiz so that |q| < 1. Then

f(z) :=
∑
n∈Z

qn
2/2 =

∑
n∈Z

eπin
2z

converges absolutely and satisfies f(z) = Θ(−iz). (Notably, z ∈ H implies that −iz ∈ {s : Re s > 0}.)
Now, f is a modular form: note that f(z + 2) = f(z). Further, Proposition 2.35 grants f(−1/z) =
(z/i)1/2f(z) for z ∈ H, for suitably defined square root. Thus, (with a growth condition we haven’t
mentioned) f is a modular form of weight 1/2 and level〈[

1 2
0 1

]
,

[
0 1
−1 0

]〉
⊆ SL2(Z).

We next describe how ζ relates Θ. This requires us to “complete” ζ, as follows.
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Definition 2.38 (ξ). For Re s > 0, we define

ξ(s) := π−s/2Γ(s/2)ζ(s).

Similarly, we define Ξ(s) := s(1− s)ξ(s).

Remark 2.39. Note ξ is meromorphic on {s : Re s > 0} with only a simple pole at s = 1 because s 7→
π−s/2Γ(s/2) is holomorphic here (see Remark 2.16), and ζ is meromorphic with only a simple pole at
s = 1 (see Proposition 1.36).

Remark 2.40. In some sense, we want to write

ξ(s) = π−s/2Γ(s/2)
∏

p prime

1

1− p−s
.

Here, π−s/2Γ(s/2) is an “archimedean local factor” corresponding to the infinite place∞ of Q, and each
of the (1− p−s)−1 are “nonarchimedean local factors.” Roughly speaking, the rigorization of this intu-
ition is Tate’s thesis [Tat10].

Now here is how Θ enters the picture.

Lemma 2.41. For Re s > 1, we have

ξ(s) =

∫ ∞
0

(
Θ(t)− 1

2

)
ts/2

dt

t
.

Proof. This argument is similar to Corollary 2.12. Note

Θ(t)− 1

2
=

∞∑
n=1

e−πn
2t

for any t > 0, so we are looking at ∫ ∞
0

( ∞∑
n=1

e−πn
2tt(s−2)/2

)
dt.

We would like to switch the sum and integral, so we check for absolute convergence. Well, to check absolute
convergence, it’s enough to check after we exchange the integral and sum, so we compute

∞∑
n=1

(∫ ∞
0

∣∣∣∣e−πn2tts/2 · 1

t

∣∣∣∣ dt) =

∞∑
n=1

(∫ ∞
0

e−πn
2ttRe s/2 dt

t

)

=

∞∑
n=1

(∫ ∞
0

e−t
(

t

πn2

)Re s/2
dt

t

)

= π−Re s/2
∞∑
n=1

(
1

nRe s

∫ ∞
0

e−πttRe s/2 dt

t

)
= π−Re s/2ζ(Re s)Γ(Re s/2).

Now, Re s > 1, so all terms are finite, so we have absolute convergence. Thus, our integral converges
absolutely, so we can exchange the integral and sum. Repeating the above equalities but removing the
absolute value signs (and hence removing Re s with just s everywhere) shows∫ ∞

0

( ∞∑
n=1

e−πn
2tt(s−2)/2

)
dt =

∞∑
n=1

(∫ ∞
0

e−πn
2tts/2

dt

t

)
= π−s/2Γ(s/2)ζ(s) = ξ(s)
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for Re s > 1, which is what we wanted. �

We are now ready to prove our functional equation.

Theorem 2.42 (Functional equation for ξ). The function ξ has a meromorphic continuation to all C, with
only simple poles at s = 1 and s = 0 of residue 1 and−1, respectively. In fact, ξ satisfies the equation

ξ(s) = ξ(1− s)

for s ∈ C \ {0, 1}.

Proof. We combine Proposition 2.35 with Lemma 2.41. We proceed in steps.
1. The integral in Lemma 2.41 is poorly behaved for Re s < 1 because of the integral over t ∈ (0, 1), so

we define
I(s) :=

∫ ∞
1

(
Θ(t)− 1

2

)
ts/2

dt

t
.

We claim that I(s) defines an entire function; more precisely, we will show that I(s) defines holomor-
phic function on {s : Re s > σ} for any σ ∈ R, and taking the union over all σ will finish.

We use Proposition A.18. For one, the function t 7→
(

Θ(t)−1
2

)
ts/2 is continuous (recall Θ is continuous

by Remark 2.34) and hence measurable. Lastly, we must upper-bound∫ ∞
1

∣∣∣∣(Θ(t)− 1

2

)
ts/2

∣∣∣∣ dtt =
1

2

∫ ∞
1

( ∞∑
n=1

e−πn
2t

)
tσ/2

dt

t

≤ 1

2

∫ ∞
1

( ∞∑
n=1

e−πnt

)
tσ/2

dt

t

=
1

2

∫ ∞
1

e−πttσ/2

1− e−πt
dt

t

≤ 1

2 (1− e−π)

∫ ∞
1

e−πttσ/2
dt

t
.

Thus, we take g : (1,∞) → C by g(t) := e−πttσ/2−1/ (2 (1− e−π)). Using Proposition A.18, it remains
to show that

∫∞
1
g(t) dt <∞. Well, e−πttσ/2+1 → 0 as t→∞, so this function achieves a maximum on

[1,∞),1 which we will call M . It follows∫ ∞
1

g(t) dt ≤ 1

2 (1− e−π)

∫ ∞
1

M

t

dt

t
<∞.

2. Having controlled the (1,∞) part of the integral in Lemma 2.41, we turn to the (0, 1) part. The idea here
is to use Proposition 2.35 to transform the (0, 1) part back into a well-behaved (1,∞) part. Indeed, for
Re s > 1, we may evaluate∫ 1

0

(
Θ(t)− 1

2

)
ts/2

dt

t
=

∫ ∞
1

(
Θ(1/t)− 1

2

)
t−s/2

dt

t

=

∫ ∞
1

(√
tΘ(t)− 1

2

)
t−s/2

dt

t

=

∫ ∞
1

(√
tΘ(t)−

√
t

2

)
t−s/2

dt

t
− 1

2

∫ ∞
1

t−s/2
dt

t
+

1

2

∫ ∞
1

t(1−s)/2
dt

t

=

∫ ∞
1

(
Θ(t)− 1

2

)
t(1−s)/2

dt

t
−
∫ ∞

1

t−s
dt

t
+

∫ ∞
1

t1−s
dt

t

= I(1− s)− 1

s
− 1

1− s
.

1 Find N such that g(t) < g(1) for t < N . Then the maximum of g is its maximum on [1, N ].
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3. Synthesizing the previous steps, Lemma 2.41 grants

ξ(s) = I(s) + I(1− s)− 1

s
− 1

1− s

on Re s > 1. However, I(s) is fully entire, so the right-hand side is a meromorphic function on C with
simple poles at s = 1 (of residue Ress=1− 1

1−s = Ress=1
1
s−1 = 1) and at s = 0 (of residue Ress=1− 1

s =
−1). Viewing the right-hand side as our continuation of ξ completes the analysis of ξ. Lastly, the above
equation tells us that

ξ(s) = ξ(1− s)

for s ∈ C \ {0, 1}, which completes the proof. �

Remark 2.43. Directly from Theorem 2.42, we see that Ξ(s) = s(1 − s)ξ(s) is an entire function and
satisfies the functional equation

Ξ(s) = Ξ(1− s).

2.2.5 Corollaries of the Functional Equation
We quickly establish the following more asymmetric version of the functional equation.

Corollary 2.44 (Functional equation for ζ). The function ζ has a meromorphic continuation to C with
only a simple pole at s = 1 of residue 1. In fact, for s ∈ C \ Z≤0, we have the functional equation

ζ(1− s) = 2(2π)−s cos
(πs

2

)
Γ(s)ζ(s).

Proof. We begin by discussing the meromorphic continuation of ζ. Note Theorem 2.42 lets us continue ζ
by writing

ζ(s) =
ξ(s)

π−s/2Γ(s/2)

for any s ∈ C\{0, 1}. Notably, the denominator is never nonzero, and even through Γ(s/2) has a simple pole
at nonpositive even integers−2nby Corollary 2.24 at these points ξ(s) will have at worst simple pole by The-
orem 2.42 as well, so we can just multiply the numerator and denominator by (s−2n) until the denominator
is nonzero.

It remains to deal with s ∈ {0, 1}. At s = 0, we write

ζ(s) =
sξ(s)

π−s/2 · sΓ(s/2)

so that we have written ζ(s) as the quotient of holomorphic functions nonzero at s = 0. (Note s · Γ(s/2) has
no pole and is nonzero at s = 0 by Corollary 2.24.) However, at s = 1, we already know that ζ has a simple
pole of residue 1 by Proposition 1.36.

To finish the proof, we must produce the functional equation. By uniqueness of the functional equation,
it su�ces to focus on 0 < Re s, 1. Here, Theorem 2.42 grants

π−(1−s)/2Γ

(
1− s

2

)
ζ(1− s) = ξ(1− s) = ξ(s) = π−s/2Γ

(s
2

)
ζ(s). (2.2)

Multiplying both sides by Γ
(

1+s
2

)
, we see Proposition 2.22 implies

Γ

(
1 + s

2

)
Γ

(
1− s

2

)
=

π

sin
(
π · 1+s

2

) =
π

cos(πs/2)
.
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On the other hand, Proposition 2.26 implies

Γ
(s

2

)
Γ

(
s+ 1

2

)
=
√
π21−sΓ(s).

In total, we may rearrange (2.2) into

π−(1−s)/2+1ζ(1− s)
cos(πs/2)

= π1/2−s/2 · 21−sζ(s),

which rearranges into the desired equation. �

Example 2.45. Note

ζ(0) = lim
s→1

ζ(1− s) = lim
s→1

(
2(2π)−s · cos(πs/2)

s− 1
· Γ(s) · (s− 1)ζ(s)

)
.

Using L’Hôpital’s rule, we see cos(πs/2)/(s − 1) → −π/2 as s → 1. By Proposition 1.36, we see (s −
1)ζ(s)→ 1 as s→ 1. Plugging everything else in, we see ζ(0) = 2 · (2π)−1 · (π/2) · 1 · 1 = −1/2.

This functional equation grants us some basic knowledge about the zeroes of ζ.

Corollary 2.46. We have the following.

(a) Conjugate symmetry: if ζ(s) = 0, then ζ(s) = 0.

(b) Trivial zeroes: the function ζ has a simple zero at−2n for each positive integer n.

(c) Critical strip: if ζ(s) = 0 and−s/2 /∈ N, then 0 ≤ Re s ≤ 1.

(d) Horizontal symmetry: if ζ(s) = 0 and 0 ≤ Re s ≤ 1, then ζ(1− s) = 0.

Proof. Here we go.

(a) More generally, we claim that ζ(s) = ζ(s) for s ∈ C \ {1}, from which the claim will follow.
Because ζ is holomorphic in this region, we see that s 7→ ζ(s) is also holomorphic. (Formally, we can
just check that ζ(x + yi) = u(x + yi) + iv(x + yi) satisfying the Cauchy–Riemann equations implies
that u(x − yi) − iv(x − yi) does as well.) So by the uniqueness of analytic continuation, it su�ces to
check the result for s ∈ R>1, which is clear because ζ is real on this line, so

ζ(s) = ζ(s) = ζ(s).

(b) For any positive integer n, write

ζ(s) =
(s+ 2n)ξ(s)

π−s/2 · (s+ 2n)Γ(s/2)
.

As s→ −2n, the numerator vanishes because ξ is holomorphic at s = −2nby Theorem 2.42. However,
the denominator is finite and nonzero: π−s/2 vanishes nowhere, and Γ(s/2) has a simple pole at s =
−2n by Corollary 2.24 which is cancelled by the factor of (s+ 2n). In total, we conclude

ζ(−2n) = lim
s→−2n

ζ(s) = 0.

To compute the order of the zero at−2n, the argument above implies that the order of vanishing of ζ
is one more than the order of vanishing of ξ. However,

ξ(−2n) = ξ(1 + 2n) = π−(1+2n)Γ((1 + 2n)/2)ζ(1 + 2n)

does not vanish. In particular, Γ does not vanish by Remark 2.25, and ζ does not vanish by Corol-
lary 1.41.
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(c) If Re s > 1, then ζ(s) 6= 0 by Corollary 1.41 already. Thus, it remains to discuss Re s < 0. Well, for
Re s > 1, we see

ζ(1− s) = 2(2π)−s cos
(πs

2

)
Γ(s)ζ(s),

and for Re s > 1 this right-hand side will only vanish when cos(πs/2) = 0, which is equivalent to
s ∈ 2Z≥0 + 1. (Namely, Γ(s) never vanishes by Corollary 2.24, and ζ(s) does not vanish in this region
as just discussed.) Unwinding, we see that ζ(s) = 0 and Re s < 0 implies that 1− s ∈ 2Z≥0 + 1, which
is equivalent to s ∈ −2Z≤0. This is what we wanted.

(d) Note that ζ(1) isn’t defined, and ζ(0) 6= 0 by Example 2.45, so we may safely ignore s ∈ {0, 1}. Other-
wise, we stare at

ζ(1− s) = 2(2π)−s cos
(πs

2

)
Γ(s)ζ(s),

which is valid on {s : 0 ≤ Re s ≤ 1} \ {0, 1}. (In particular, Γ is holomorphic here by Corollary 2.24.)
Thus, ζ(s) = 0 implies ζ(1− s) = 0. �

Remark 2.47. The negative even integers are called the “trivial” zeroes of ζ(s). The remaining ones,
which all lie in the “critical strip” {s ∈ C : 0 ≤ Re s ≤ 1} by Corollary 2.46, are called the “nontrivial”
zeroes.

2.3 January 30
Today we began by completing the proof of the functional equation. I have directly edited into last class’s
notes for continuity reasons.

2.3.1 Counting Zeroes of ζ
We would like to understand the (nontrivial) zeroes of ζ(s), for which we use Cauchy’s formula. Roughly
speaking, we will study integrals

1

2πi

∮
γ

ζ ′(s)

ζ(s)
ds,

where γ is a contour over a very tall vertical strip in C.
It will be convenient to work with the more symmetric (and entire) function Ξ instead of ζ. Let’s justify

this.

Lemma 2.48. We have an equality of multisets

{s ∈ C : Ξ(s) = 0} = {s ∈ C : ζ(s) = 0 and 0 ≤ Re s ≤ 1}.

Proof. Recall that Ξ(s) = s(1− s)π−s/2Γ(s/2)ζ(s). We now show our two inclusions.

• If ζ(s) = 0 and 0 ≤ Re s ≤ 1, then we s 6= 1 (because ζ(s) has a pole there by Proposition 1.36) and
s 6= 0 by Example 2.45, and we note π−s/2 6= 0. Thus, s 6= 0, so Γ(s/2) 6= 0 by Corollary 2.24 as well,
so the order of vanishing of ζ at s equals the order of vanishing of Ξ at s.

• If Ξ(s) = 0, then one of the factors must vanish. For s = 0, we see Γ(s/2) has a simple pole by Corol-
lary 2.24 cancelling out the zero. For s = 1, we see ζ(s) has a simple pole by Proposition 1.36 cancelling
out the zero. Further, Γ(s/2) has no zeroes at all by Remark 2.25. Thus, we see we must have ζ(s) = 0,
and in fact s cannot be a trivial zero because Γ(s/2) has simple poles there to cancel out those zeroes
by Corollary 2.24.
So s must be in the critical strip, where we note that all the other terms fail to vanish (in particular, Γ
fails to vanish by Remark 2.25), so the order of vanishing of Ξ at s is equal to the order of vanishing of
ζ at s. �
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Quickly, we give a pretty basic bound on the number of zeroes from Proposition B.12.

Lemma 2.49. The order of Ξ is less than or equal to 1.

Proof. Because Ξ(s) = Ξ(1 − s), we will focus on the region Re s ≥ 1/2. Recalling that Ξ(s) = s(1 −
s)π−s/2Γ(s/2)ζ(s), we will simply compute the orders of these terms one at a time.

• The order of s(1− s) is 0 by Example B.7.

• We note ∣∣∣π−s/2∣∣∣ =
∣∣∣e−s(log π)/2

∣∣∣ = e−Re(s)(log π)/2.

In particular, Re s > 0 implies that this term is less than or equal to 1 and hence bounded by a polyno-
mial and hence order 0 by Example B.7 again.

• For Re s > 1/2, we note that | arg s| < π/2, so we can apply Proposition 2.31. In particular, we note
that

lim
|s|→∞

∣∣∣∣Γ(s)

ss

∣∣∣∣ = exp

(∣∣∣∣ lim
|s|→∞

log Γ(s)

s log s

∣∣∣∣)
= exp

(
lim
|s|→∞

(
s− 1

2

)
log s− s+ 1

2 log 2π +O(1/|s|)
s log s

)

= exp

(∣∣∣∣∣1 + lim
|s|→∞

(
− 1

2

)
log s− s+ 1

2 log 2π +O(1/|s|)
s log s

∣∣∣∣∣
)

= exp(1).

Thus, |Γ(s)/ss|, which is continuous in our region with Re s > 1/2, is a bounded function.

�

Notably, for Re s > 1/2, one has |s(s − 1)ζ(s)| � |s|3. Further, one can check that Γ has order 1 as an
entire function, so s(1− s)ξ(s) has order at most 1. Thus, Hadamard’s factorization theorem enforces

s(1− s)ξ(s) = eA+Bs
∏

ζ(ρ)=0

((
1− s

ρ

)
es/ρ

)
.

Notably, this product will converge absolutely. For example, absolute convergence tells us∑
ζ(ρ)=0

1

|ρ|1+ε
<∞

for any ε > 0. One also has the following result on the distribution of our ρ.

Theorem 2.50. Define
N(T ) := #{ρ : 0 ≤ Re ρ ≤ 1, Im ρ ≥ 0ζ(ρ) = 0}.

Then
N(T ) =

T

2π
log

(
T

2π

)
− T

2π
+O(log T )

as T →∞.

We will first show the following lemma.
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Lemma 2.51. We have ∑
ρ

1

1 + | Im ρ− T |2
� log(T + 3).

Proof. This is by smoothing. By taking logarithmic di�erentiation

Ξ′(s)

Ξ(s)
= B +

∑
ρ

(
1

s− ρ
+

1

ρ

)
.

However, by using the above estimates, we see

Ξ′(s)

Ξ(s)
=

1

s
− 1

1− s
− 1

2
log π +

1

2

Γ′(s/2)

Γ(s/2)
+
ζ ′(s)

ζ(s)

by definition of ξ. Now, the term ζ ′/ζ is well-behaved for Re s large: we set s := 2 + it, and one can see that
|ζ ′(s)/ζ(s)| is bounded by an absolute constant. Thus, we understand on the right-hand side here.

Continuing, we see

Re

(
1

s− ρ
+

1

ρ

)
=

2− Im s

(2− IRe s)2 + (T − Im s)2
+

β

(Re s+ Im s)2
� 1

1 + |T − Im s|2
.

However, Γ′(s)/Γ(s)� log(T + 3) by Stirling, so the result follows. �

2.4 February 1
Today we move towards a proof of the explicit formula.

Notation 2.52. A sum/product over ρ is over the zeroes of ζ(s).

2.4.1 Zeroes of ζ, Again
Let’s provide a few applications of Lemma 2.51.

Corollary 2.53. We have

#{ρ : ζ(ρ) = 0, Im ρ ∈ [T, T + 1],Re ρ ∈ (0, 1)} = O(log T ).

Proof. This follows from Lemma 2.51 by separating out our zeroes into intervals. �

We will be interested in contours γT which look like large vertical rectangles; namely, they are the boundary
of the rectangle [−ε, 1+ε]× [−T, T ]. Notably, the top and bottom of the rectangle’s contours will cancel out
by the functional equation, so we only need to pay attention to the vertical parts of this contour.

Lemma 2.54. For t > 3, we have

ζ ′(s)

ζ(s)
=

∑
| Im ρ−t|≤1

1

s− ρ
+O(log t)

for Re s ∈ [−1, 2].
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Proof. We consider
ζ ′(s)

ζ(s)
− ζ ′(2 + it)

ζ(2 + it)
.

Thus, we recall
Ξ′(s)

Ξ(s)
=

1

s
− 1

s− 1
− 1

2
log π +

1

2

Γ′(s/2)

Γ(s/2)
+
ζ ′(s)

ζ(s)
,

so we can just bound everything. Notably, we can use the infinite product to bound Ξ′/Ξ and then compare
everything. For example,

ζ ′(s)

ζ(s)
− ζ ′(2 + it)

ζ(2 + it)
=
∑
ρ

(
1

s− ρ
− 1

2 + it− ρ

)
+O(log t),

where the O(log t) includes the trivial zeroes of ζ. Now, we notice∣∣∣∣ 1

s− ρ
− 1

2 + it− ρ

∣∣∣∣� 1

| Im ρ− t|2

for | Im ρ− t| ≥ 1, so we can use Lemma 2.51 to absorb most terms into O(log t). In total, we see

ζ ′(s)

ζ(s)
− ζ ′(2 + it)

ζ(2 + it)
=

∑
| Im ρ−t|≤1

1

s− ρ
+O(log t),

and now the 2 + it term can also be absorbed to O(log t). �

Remark 2.55. One can give more accurate bounding than the above, but we will not need it.

We now return to the proof of Theorem 2.50.

Proof of Theorem 2.50. Use the argument principle on Ξ on the box [−1, 2] × [−T, T ]. In particular, by the
functional equation, it su�ces to just look at the right and top edges of this box. The hope is that we can use
Lemma 2.54 and the ideas in its proof to do the bounding for us. In particular, we will be working with the
equation

Ξ′(s)

Ξ(s)
=

1

s
− 1

1− s
− 1

2
log π +

1

2

Γ′(s/2)

Γ(s/2)
+
ζ ′(s)

ζ(s)
.

Now, the main term in the argument will come from Γ′(s)/Γ(s), which one can see using Stirling’s asymp-
totics. Most of these terms are not going to matter on our contour. It turns out that the only di�culty is
integrating ζ ′/ζ over the line {a+ Ti : a ∈ [−1, 2]}. Well, using the above estimates, we recall

ζ ′(s)

ζ(s)
=

∑
| Im ρ−T |≤1

1

s− ρ
+O(log T ),

where now the integral of the 1/(s− ρ) term is bounded by a constant, and the number of terms isO(log T )
by Corollary 2.53, so everything is absorbed into the error term. �

2.4.2 The Explicit Formula
Let’s move towards the explicit formula. Here is our statement.

Theorem 2.56. When x is not a prime-power, we have

ψ(x) = x−
∑
ρ

xρ

ρ
− ζ ′(0)

ζ(0)
− 1

2
log
(
1− x−2

)
.
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Remark 2.57. Ignoring convergence issues, we may compute

ψ(x) =
∑
n≤x

Γ(n) =

∞∑
n=1

1[0,1](n/x)Γ(n) =
1

2πi

∫ 2+i∞

2−i∞

(
−ζ
′(s)

ζ(s)

)
xs
ds

s
.

Now, if we imagine that we could push this integral all the way to the left of C, we will eventually vanish
and only pick up on the poles of ζ ′/ζ. As such, we expect to achieve a formula of the form

ψ(x) = x−
∑
ρ

xρ

ρ
,

where the sum is over the roots ρ of ζ. Thus, we see that having more control over the zeroes of ζ
will be able to get good bounds on ψ(x) − x. In particular, the Riemann hypothesis is equivalent to
ψ(x) = x + O(

√
x). As another application, the discontinuity of ψ will imply that ζ must have infinitely

many roots.

Here is a lemma.

Lemma 2.58. We have

ψ(x)− 1

2πi

∫ c+i∞

c−i∞
−ζ
′(s)

ζ(s)
xs ds = O

(
x(log x)2/T

)
.

Proof. We first describe a heuristic. The main idea is to use contour integration, noting that

1

2πi

∫ c+i∞

c−i∞
ys
ds

s
=

{
0 if y < 1,

1 if y > 1,
(2.3)

where c > 1 and y ∈ (0,∞) \ {1}. The proof of this is essentially complex analysis where we “complete the
contour” of this vertical line either o� to−∞ or o� to +∞ depending on y < 1 or y > 1.

Now, the point is that we can write

ψ(x) =
∑
n≤x

Λ(x) ≈ 1

2πi

∫ c+i∞

c−i∞
−ζ
′(s)

ζ(s)
xs
ds

s
,

where we have ignored convergence issues to exchange the Dirichlet series for ζ ′/ζ with this integral. The
point now is that we can integrate ζ ′/ζ appropriately to give the formula.

To make this more rigorous, we need to do only finite computations. Thus, we define

I(y, T ) :=
1

2πi

∫ c+iT

c−iT
ys
ds

s
.

We now note that our extra variable c will be later set to 1 + 1/ log T , so it is important to have this degree
of freedom. Now, the proof of (2.3) grants

|I(y, T )− 1>1(y)| � yc min{1, 1/|T log y|},

where the implied constant is absolute. Integrating over this, we see∣∣∣∣ψ(x)− 1

2πi

∫ c+i∞

c−i∞
−ζ
′(s)

ζ(s)
xs ds

∣∣∣∣ ≤
( ∞∑
n=1

Λ(n)(x/n)c min

{
1,

1

|T log(x/n)|

})
.

Now, setting c = 1 + 1/ log T , we get an upper-bound ofO
(
x(log x)2/T

)
. Roughly speaking, we note that x

away from particular n are small; however, when n is close to x, we can explicitly evaluate the logarithm as
about 1/(n− x), and there the sum is roughly harmonic and thus grants a logarithmic growth. �

63



2.5. FEBRUARY 3 191: ANALYTIC NUMBER THEORY

2.5 February 3
Last time we were in the middle of the proof of the explicit formula. I have edited directly into yesterday’s
notes for continuity reasons.

2.5.1 The Explicit Formula, Continued
We now do a contour shift on the integral ∫ c+i∞

c−i∞
−ζ
′(s)

ζ(s)
xs ds.

Roughly speaking, we will expand our box to look like [−U, c]× [−T, T ], sending U →∞ for fixed T . We will
then send T →∞, always remembering to choose T avoiding zeroes of ζ(s). In particular, by Corollary 2.53,
we can be at least 1/ log T away from any particular zeroes. We will finish the proof next lecture.

On this contour, the point is that |xs| ≤ xRe s, so for most of this contour, we don’t have to care. For
example, it will be enough to only care about Re s > −1. By the functional equation, it’s enough to just look
at the integral from c + iT to −1 + iT . To bound the size here, we change T so that Im s = T is at most
� 1/ log T away from zeroes. Now, to bound, we see

−ζ
′(s)

ζ(s)
=

∑
| Im ρ−T |≤1

1

s− ρ︸ ︷︷ ︸
O(log T )

+O(log T )

for, say,−1 ≤ σ ≤ 2. Thus, the contribution of the integral over−1 ≤ σ ≤ c is given by

O

(
(log T )2

∫ c

−1

xσ+iT

|σ + iT |
dσ

)
= O

(
x(log T )2

T

)
,

so this also goes to 0 as T →∞.

Remark 2.59. It is helpful for computations to have the functional equation

ζ(1− s) = 21−sπ−s cos(πs/2)Γ(s)ζ(s),

where we have notably used the reflection formula for Γ.

As such, the value of ζ ′/ζ on {s : Re s ≤ −1} is bounded by∣∣∣∣ζ ′(s)ζ(s)

∣∣∣∣� log |s|+ 1,

where s avoids circle of radius 1/2 around the zeroes (including the trivial ones). (Note because the trivial
zeroes only occur at the negative even integers, we can indeed choose U at odd integers to be okay here.)

We now report the bounds on the other parts of the contour, for completeness. Indeed, the entire con-
tribution for Re s ≤ −1 is given by

O

(
x(log T )2

T

)
,

where U is a very large odd positive integer. Thus, we use residue calculus to see

ψ(x) = x−
∑

| Im s|≤T

xρ

ρ
− ζ ′(0)

ζ(0)
− 1

2
log
(
1− x−s

)
+O

(
x log(xT )2

T

)
,

where x is not a prime power. Note the contributions of− 1
2 log (1− x−s) are coming from the trivial zeroes

of ζ. This completes the proof.
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2.5.2 A Zero-Free Region
We are going to construct a zero-free region slightly to the left of (and including) Re s = 1. In some sense,
the explicit formula tells us that the Prime number theorem is equivalent to requiring ζ(1 + it) 6= 0 for t ∈ R,
where the point of the zero-free region is to control the nontrivial zeroes in the explicit formula.

We are going to use positivity to create our zero-free region. We begin with a slick but weak proof.

Proposition 2.60. Fix some t0 ∈ R and s ∈ C with Re s > 1. Defining σz(n) :=
∑
d|n d

z, we have

∞∑
n=1

|σit0(n)|2

ns
=
ζ(s)2ζ(s+ it0)ζ(s− it0)

ζ(2s)

Proof. Direct expansion with Euler factors. �

The point is that we can provide a meromorphic continuation of this function to s ∈ C, whose power we can
plug into the following result.

Lemma 2.61 (Landau). Let {an}n∈N be a sequence of nonnegative real numbers, and define

D(s) :=

∞∑
n=1

an
ns
.

Further, let σ0 ∈ R be the smallest real numbers such that D absolutely converges on Re s > σ0. Then
D does not extend to an analytic function past σ0.

Proof. This is just complex analysis, so we omit it. �

Thus, if we can find t0 such that ζ(1 + it0) = 0, then we also have a zero at ζ(1− it0), so in fact the function

ζ(s)2ζ(s+ it0)ζ(s− it0)

ζ(2s)

is analytic on Re s > 1/2 and is zero at 1/2. But this is an obvious contradiction because the series must
absolutely converge by Lemma 2.61, but we cannot vanish at s = 1/2 by just staring at it. Thus, we could
not actually have continued it any further.

Remark 2.62. Essentially the same proof can show that L(s, χ)ζ(s) does not vanish at s = 0, provided
we give L(s, χ) an analytic continuation. We will do this later.

2.6 February 6

Today we construct our zero-free region for ζ.

2.6.1 A General Lemma
The above zero-free region is technically enough to prove the Prime number theorem, but to get an error
term, we will want to do better. As such, we pick up the following lemma.
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Lemma 2.63. Let {an}n∈N be a sequence of nonnegative real numbers, and define

D(s) :=

∞∑
n=1

an
ns
.

Suppose D satisfies the following conditions.

• D(s) converges absolutely on Re s > 1.

• D(s) has a pole of order m > 0 at s = 1.

• We can define

Ξ(s) := (s(1− s))mDs

(∏̀
i=1

ΓR(s+ αj)

)
D(s)

for some D and m. Here, ΓR(s) := π−s/2Γ(s/2) Then Ξ(s) is entire, order 1, and satisfies Ξ(s) =
Ξ(1− s).

Then D has at most m zeroes in (1 − c(`,m)/ logM, 1) ⊆ R, where M := (D + 1)
∏L
i=1(|αi| + 1) is the

“analytic conductor,” and c(`,m) is a constant computable from ` and m.

Remark 2.64. More complex L-functions might have “complex” Γ-factors ΓC. Roughly speaking, such
factors arise from taking the Mellin transform of a Gaussian, so over R we get ΓR, but over C we will get
something a little di�erent. For details, see [Tat10].

It might look concerning that Lemma 2.63 only gives us an interval in the real numbers, but we can more
carefully select our D(s) to get a more comprehensive region.

Example 2.65. Given some t0 ∈ R, set

D(s) := ζ(s)3ζ(s+ it0)2ζ(s− it0)2ζ(s+ 2it0)ζ(s− it0).

Some trigonometry shows that D(s) has nonnegative coe�cients. Then one can use Lemma 2.63 on
D(s): note m = 3, ` = 9, so M � log(|t0| + 1), meaning that we have at most 3 zeroes in the interval
(1 − c/ log(|t0| + 1), 1) for some computable constant c. However, given β ∈ (1 − c/ log(|t0| + 1), 1), if
ζ(β + it0) = 0, then ζ(β − it0) = 0 as well, so D actually gets four zeroes, which is contradiction. In
particular, we get a zero-free region which looks like{

s = σ + it) : σ > 1− c

log(|t|+ 1)

}
.

Remark 2.66. The magical D(s) from Example 2.65 does come from a larger structure, but it is some-
what advanced to explain.

Remark 2.67. It might look upsetting that Example 2.65 does not achieve a full zero-free region of the
form {s : Re s > c} for some c > 0, but the proof of such a region is not known.

Now that we care about Lemma 2.63, let’s prove it.

Proof of Lemma 2.63. Note Ξ(0) 6= 0 by the functional equation. Now, factoring, we see

Ξ(s) = eA+Bs
∏

Ξ(ρ)=0

(
1− s

ρ

)
es/ρ.
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Taking the logarithmic derivative, we see

Ξ′(s)

Ξ(s)
= B +

∑
Ξ(ρ)=0

(
1

s− ρ
+

1

ρ

)
.

As an intermediate step, we claim
ReB = −

∑
Ξ(ρ)=0

Re(1/ρ).

Note that summing over these zeroes in conjugate pairs will give us absolute convergence. Anyway, this
follows from the functional equation: note Ξ(s) = Ξ(1− s) grants

B +
∑

Ξ(ρ)=0

(
1

1− s− ρ
+

1

ρ

)
= −B −

∑
Ξ(ρ)=0

(
1

s− ρ
+

1

ρ

)
.

The zeroes are symmetric by the functional equation, so the contribution given by 1/(1− s− ρ) = −1/(s−
(1− ρ)) and 1/(s− ρ) will cancel. This completes the proof of the claim.

As such, the product definition of Ξ allows us to expand

∑
Ξ(ρ)=0

1

s− ρ
=
m

s
+

m

s− 1
+
G′(s)

G(s)
+
D′(s)

D(s)
,

where

G(s) := Ds

(∏̀
i=1

ΓR(s+ αj)

)
.

Now, for s > 1, we knowD′(s)/D(s) < 0 by hypothesis onD(s). As such, we are now in good shape because
we more or less understand everything on our right-hand side, so we can translate it into knowledge about
Ξ. In particular, we can show ∑

Ξ(ρ)=0

1

s− ρ
≤ m

s− 1
+
m

s
+ C1 logM,

whereC1 is some constant depending on ` andm. In particular, if we send s→ 1+ and have too many zeroes
of Ξ close to 1, then the left-hand side should explode while the right-hand side grows slower.

As such, let
Rc := {ρ ∈ (1− c/ logM) : Ξ(ρ) = 0},

where c > 0 is some constant we will fix later. We see∑
ρ∈Rc

m

s− ρ
≤ m

s− 1
+ C2 logM

as s → 1+, for some perhaps di�erent constant C2. As such, for some δ > 0 we will fix later, we set s :=
1 + δ/ logM so that ∑

ρ∈Rc

1

c+ δ
≤ m

δ
+ C2

after cancelling out C2. But taking, say, c < 1/(100mC2) and δ < 1/2C2 will enforce #Rc < m+ 1, which is
what we wanted. �

2.6.2 The Prime Number Theorem, Finally
We are now ready to prove the Prime number theorem.
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Theorem 2.5 (Prime number). We have π(x) ∼ x/ log x as x→∞.

Proof. We showψ(x) ∼ x, which is one of our equivalent formulations; we use the explicit formula. Namely,
taking T > 3, we recall

ψ(x) = x−
∑

| Im ρ|≤T

xρ

ρ
+O(1) +O

(
x(log T )2

T

)
.

However, we can upper-bound∣∣∣∣∣∣
∑

| Im ρ|≤T

xρ

ρ

∣∣∣∣∣∣ ≤
∑

| Im ρ|≤T

xρ

|ρ|
≤ x

∑
| Im ρ|≤T

x−c/ log(|t|+1)

|ρ|
� x1−c/ log T (log T )2.

Here, this last inequality follows from “dyadic decomposition.” Note that the number of terms is� T log T ;
then decomposing R+ into

⋃
k∈Z

(
2k, 2k+1

]
, the number of roots here is� 2kk, so we get that our sum is

bounded by ∑
k≥0

2k≤T

2−k · 2kk +O(1)� (log T )2.

Now, taking T = ec
√

log x gets a bound |ψ(x)− x| � x exp(−c
√

log x), which is enough. �
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THEME 3

DIRICHLET L-FUNCTIONS

Come on, baby
Let’s do the twist

—Chubby Checker, [Che60]

3.1 February 8
We began class by proving the Prime number theorem. I have edited directly into those notes for continu-
ity.

Warning 3.1. In the class, the professor spread discussion of things about characters throughout this
chapter. In order to isolate the elementary parts of the discussion from the analytic ones, I have at-
tempted to collect all the character theory in today’s lecture.

3.1.1 Quadratic Residues
Fix a prime p, for simplicity. Let χ (mod p) be a Dirichlet character. Our goal is to prove an analytic contin-
uation and functional equation for L(s, χ).

Proposition 3.2. Fix a prime p. Then F×p is cyclic.

Proof. We proceed in steps.

1. Given a, b ∈ F×p of orders k and `, we claim that there is an element x ∈ F×p of order lcm(k, `). Roughly
speaking, the idea is that gcd(k, `) = 1 will imply that ab has order k`: of course, (ab)k` = 1, and to
see that k` is the smallest exponent, note (ab)n = 1 implies (ab)nk = 1, so bnk = 1, so ` | nk, so ` | n
because gcd(k, `) = 1. Analogously, k | n, so k` | n.
To extend the above proof to the case of gcd(k, `) > 1, we use unique prime factorization. Set

k′ :=
∏

νp(k)≥νp(`)

pνp(k) and `′ :=
∏

νp(k)<νp(`)

pνp(`).
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In particular, we see that νp(k′) > 0 if and only if νp(k) ≥ νp(`), and νp(`′) > 0 if and only if νp(k) < νp(`).
Thus, no prime p divides both k′ and `′, so gcd(k′, `′) = 1. Further, by construction, we see k′ | k and
`′ | ` and

k′`′ =
∏

νp(k)≥νp(`)

pνp(k) ·
∏

νp(k)<νp(`)

pνp(`) =
∏
p

pmax{νp(k),νp(`)} = lcm(k, `).

Thus, we see that ak/k′ has order k′, and b`/`′ has order `′, so their product x := ak/k
′
b`/`

′ has order
k′`′ = gcd(k, `).

2. Inductively applying the previous step to every a ∈ F×p , we produce an element g ∈ F×p with order
n which is the least common multiple of the orders of all a ∈ F×p . In particular, the order of a ∈ F×p
divides into n, so we see that

an ≡ 1 (mod p).

In particular, the equation xn − 1 = 0 has p− 1 roots in Fp given by the elements of F×p . However, for
a field, the number of roots of a polynomial is bounded by the degree, so xn − 1 = 0 has at most n
solutions, so we conclude n ≥ p − 1. Because the order of g must divide #F×p = p − 1, we conclude
that n ≤ p− 1 as well, so n = p− 1 is forced. So g is a generator of F×p . �

We can extend this result as follows.

Proposition 3.3. Fix an odd prime p. For any ν > 0, the group (Z/pνZ)
× is cyclic.

Proof. We induct in steps.

• The case of ν = 1 is from Proposition 3.2.

• The case of ν = 2 requires some care. Let g ∈ F×p be a generator from the ν = 1 case. If g (mod p2)
already has order p(p − 1), then we are done. Otherwise, g (mod p2) has order n strictly less than
p(p− 1). However, note that gn ≡ 1 (mod p2) implies

gn ≡ 1 (mod p),

so p − 1 | n because the order of g (mod p) is p − 1. Thus, p − 1 | n and k | p(p − 1) but n < p(p − 1)
forces n = p− 1, so gp−1 ≡ 1 (mod p2).

Now, the trick is to consider g+p. Note g+p is still a generator of F×p , so its order is divisible by (p−1)
but divides p(p− 1) and so equals p(p− 1) or (p− 1). To see that the order is not (p− 1), we note

(g + p)p−1 =

p−1∑
k=0

(
p− 1

k

)
g(p−1)−kpk

≡ gp−1 + (p− 1)gp−2p

≡ 1− gp−2p (mod p2).

However, gp−2 6≡ 0 (mod p), so (g+ p)p−1 6≡ 1 (mod p− 1). We conclude that the order of g+ pmust
be p(p− 1).

• To help the following induction, we note that some g ∈ Z which is a generator of (Z/p2Z)× will have
gp−1 ≡ 1 (mod p) but gp−1 6≡ 1 (mod p2), so we can write

gp−1 = 1 + pa
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for some integer a not divisible by p. Thus, we see

gp(p−1) = (1 + pa)p

=

p∑
k=0

(
p

k

)
(pa)k

≡ 1 + p · pa+
p(p− 1)

2
· (pa)2

≡ 1 + p2a (mod p3).

Thus, we actually see gp(p−1) 6≡ 1 (mod p3). Note that we have used p 6= 2 in the above computation.

• The induction in the remaining cases ν ≥ 2 is easier. Suppose that we have g ∈ Z which is a generator
g ∈ (Z/pνZ)× with gpν−1(p−1) 6≡ 1 (mod pν+1). Then we claim that g is also a generator of (Z/pν+1Z)×

with gpν(p−1) 6≡ 1 (mod pν+2). This will complete the proof by induction, where the base case was
shown in the previous two steps.
Well, we note that the order of g (mod pν+1) must certainly divide pν(p + 1), and we want to show
equality. For this, we see gn ≡ 1 (mod pν+1) will imply gn ≡ 1 (mod pν), so n is divisible by pν−1(p−
1). Thus, the order of g (mod pν+1) is divisible by pν−1(p − 1), but the order is not actually equal to
pν−1(p− 1) because

gp
ν−1(p−1) 6≡ 1 (mod pν+1).

So the order is a divisor of pν(p+ 1) divisible by but strictly greater than pν−1(p− 1), so the order must
actually be pν(p+ 1). We conclude that g (mod pν+1) is a generator.
To complete the induction, we must show gp

ν(p−1) 6≡ 1 (mod pν+2). Well, by hypothesis, we may write
gp
ν(p−1) = 1 + pν+1a for some a not divisible by p. Then

gp
ν+1(p−1) =

(
1 + pν+1a

)p
=

p∑
k=0

(
k

p

)(
pν+1a

)k
≡ 1 + pν+1a (mod pν+2),

where we don’t care about the other terms because p(ν+1)k ≡ 0 (mod pν+2) for k ≥ 2. Because p - a,
the conclusion follows. �

Proposition 3.4. For any ν ≥ 2, we have (Z/2νZ)× ∼= Z/2Z⊕ Z/2ν−2Z.

Proof. We proceed in steps.

1. For any ν ≥ 0, we claim that
52ν ≡ 1 + 2ν+2 (mod 2ν+3).

We proceed by induction. For ν = 0, the statement reads 5 ≡ 1 + 4 (mod 8), which is true. Then for
the induction, we are given that 52ν = 1 + (1 + 2a)2ν+2 for some integer a and compute

52ν+1

=
(
1 + (1 + 2a)2ν+2

)2
= 1 + (1 + 2a)2ν+3 + (1 + 2a)222ν+4

≡ 1 + 2ν+3 (mod 2ν+4).

Notably, 2ν+4 ≥ ν+4, so the rightmost term vanishes in the last equivalence. Anyway, this completes
the induction.
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2. For any ν ≥ 0, we claim that the order of 5 (mod 2ν+2) is 2ν . Certainly the order divides 2ν because

52ν ≡ 1 (mod 2ν+2)

from the previous step. If ν = 0, there is nothing else to say. Otherwise, we see the order must exceed
2ν−1 because

52ν−1

≡ 1 + 2ν+1 (mod 2ν+2)

by the previous step again, so we conclude the order actually equals 2ν .

3. For any ν ≥ 2, we claim that

Z/2Z⊕ (Z/2ν−2Z) ∼= 〈±1〉 ⊕ 〈5〉 → (Z/2νZ)
×

is an isomorphism, which will complete the proof. Note that the left map is an isomorphism because
−1 has order 2, and 5 (mod 2ν) has order 2ν−2 by the previous step. As such, it remains to show that
the right map given by (a, b) 7→ ab is an isomorphism.
To begin, note that the map is a group homomorphism because it is the product map induced by the
inclusions 〈±1〉 ⊆ (Z/2νZ)× and 〈5〉 ⊆ (Z/2νZ)×. Further, we note that our two groups both have
size 2 · 2ν−2 = 2ν−1 = ϕ (2ν), so it is enough to show that our map is injective to show that we have a
bijection. Well, suppose that

(−1)a · 5b ≡ 1 (mod 2ν)

for some (a, b); we must show that (a, b) = (0, 0). Well, ν ≥ 2, so we may reduce (mod 4) to give us
that (−1)a ≡ 1 (mod 4), so a ≡ 0 (mod 2). We then see 5b ≡ 1 (mod 2ν), so b ≡ 0 (mod 2ν−2). This
completes the proof. �

Anyway, let’s start talking about quadratic residues.

Corollary 3.5. Fix a prime p and some d ∈ Z+.

(a) The function µd : F×p → F×p given by µd : x 7→ xd is a homomorphism.

(b) If gcd(d, p− 1) = 1, then µd is an isomorphism.

(c) If d | p− 1, then each a ∈ F×p makes xd ≡ a (mod p) have either 0 or d solutions.

Proof. Here we go.

(a) This holds because F×p is abelian: note µd(xy) = (xy)d = xdyd = µd(x)µd(y).

(b) Because gcd(d, p− 1) = 1, we can find k (mod p− 1) such that dk ≡ 1 (mod p− 1). It follows that

µk(µd(x)) = xdk = x and µd(µk(x)) = xkd = x

for each x ∈ F×p , where we are using the fact that the order of x divides p − 1. Thus, µk provides the
inverse homomorphism for µd, which shows that µd is an isomorphism.

(c) If xd ≡ a (mod p) has no solutions, then there is nothing to say.
Otherwise, fix a generator g ∈ F×p by Proposition 3.2, and suppose that g` ∈ F×p is a solution to xd ≡ a
(mod p) so that a = gd`. Then we note some x = gk is a solution to xd = a if and only if

gdk = xd = a = gd`,

which is equivalent to p − 1 | (dk − d`). Because d | p − 1, this is equivalent to p−1
d | (k − `), or ` ≡ k

(mod p−1
d ). As ` varies through Z/(p−1)Z, we see that there are exactly (p−1)/d total options present

for `. �

This motivates the Legendre symbol.
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Definition 3.6 (quadratic residue). Fix an odd prime p and some a ∈ Z not divisible by p.

• If x2 ≡ a (mod p) has a solution, then a is a quadratic residue.

• If x2 ≡ a (mod p) does not have a solution, then a is a nonquadratic residue.

We will be silent about the case of p | a.

Remark 3.7. Suppose p is an odd prime. Given a ∈ F×p , write a = gk, where g ∈ F×p is a generator.

• If k is even, then note a is a quadratic residue because a ≡
(
gk/2

)2
(mod p).

• Conversely, if a is a quadratic residue, then k is even. Indeed, if we can write a ≡ x2 (mod p), then
we see p - a enforces p - x, so writing x = g` for some integer `, we must have

gk = a = x2 = g2`.

Rearranging, we have k − 2` ≡ 0 (mod p− 1), but p− 1 is even, so this forces k to be even.

Definition 3.8 (Legendre symbol). Fix an odd prime p and some a ∈ Z. Then we define the Legendre
symbol by (

a

p

)
:=


0 if p | a,
1 if a is a quadratic residue,
−1 if a is a nonquadratic residue.

Here is a quick way to evaluate Legendre symbols.

Proposition 3.9 (Euler’s criterion). Fix an odd prime p. For any a ∈ Z, we have(
a

p

)
≡ a(p−1)/2 (mod p).

Proof. We proceed in cases.

• If p | a, then we see 0 ≡ 0(p−1)/2 (mod p).

• If a (mod p) is a quadratic residue, then we can write a ≡ b2 (mod p) for some b (mod p). Note p - a
forces p - b, so we can compute

a(p−1)/2 = bp−1 ≡ 1 =

(
a

p

)
(mod p),

as desired.

• If a (mod p) is a nonquadratic residue, then we pick up a generator g ∈ F×p from Proposition 3.2. As
such, we can write a = gk for some integer k; note that k is odd by Remark 3.7. As such, we compute

a(p−1)/2 ≡ gk(p−1)/2 =
(
g(p−1)/2

)k
≡ (−1)k = −1 (mod p).

Notably, g(p−1)/2 ≡ −1 (mod p) because g(p−1)/2 cannot be 1 (mod p) (because the order of g is p−1),
but g(p−1)/2 must square to 1 (mod p), which forcesg(p−1)/2 ≡ −1 (mod p). �
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Remark 3.10. Requiring p 6= 2 might look concerning, but every residue in F×2 = {1} is a square anyway,
so the analysis here is somewhat trivial.

Corollary 3.11. Fix an odd prime p. Then
(
−1
p

)
= 1 if p ≡ 1 (mod 4), and

(
−1
p

)
= −1 if p ≡ −1 (mod 4).

Proof. If p ≡ 1 (mod 4), we write p = 1 + 4k and note(
−1

p

)
≡ (−1)(p−1)/2 = (−1)2k = 1 (mod p),

so p > 2 forces
(
−1
p

)
= 1. Similarly, if p ≡ −1 (mod 4), we write p = −1 + 4k and note

(
−1

p

)
≡ (−1)(p−1)/2 = (−1)−1+2k = −1 (mod p),

so p > 2 forces
(
−1
p

)
= −1. This is what we wanted. �

In our discussion ofL-functions, the following result explains why we care about Legendre symbols.

Proposition 3.12. Fix a primep. Then the Legendre symbol
(
•
p

)
is the unique non-principal real Dirichlet

character (mod p).

Proof. Fix a real Dirichlet character χ (mod p). In particular, χ arises from a character χ : F×p → R×, but by
Remark 1.12, we see that χ must output to S1 ∩ R× = {±1}. Fixing a generator g ∈ F×p by Proposition 3.2,
we have two cases.

• Suppose χ(g) = 1. Then for any gk ∈ F×p , we see χ
(
gk
)

= χ(g)k = 1. Thus, χ (mod p) is the principal
character.

• Suppose χ(g) = −1. Then for any gk ∈ F×p , we see

χ
(
gk
)

= χ(g) = (−1)k.

Now, comparing Remark 3.7 with the definition of the Legendre symbol, we see that χ(a) =
(
a
p

)
for

each a ∈ F×p because, upon writing g = ak for some integer k, both are 1 when k is even, and both are
−1 when k is odd. Lastly, both χ and

(
•
p

)
vanish on multiples of p, so we conclude that χ =

(
•
p

)
.

The above classification of real Dirichlet characters (mod p) completes the proof. �

Remark 3.13. More generally studying when f(x) ≡ 0 (mod p) has solutions (and how it factors) has
connections directly with the Langlands program and similar. We will not say more because this is (very)
far outside the scope of the course.
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3.1.2 Primitive Characters
Motivated by Proposition 3.12, we introduce primitive Dirichlet characters. This requires discussing con-
ductors.

Definition 3.14 (conductor). Fix a Dirichlet characterχ (mod q). The conductor f(χ) ofχ is the smallest
positive integer f such that

χ(a) = χ(b)

for any a ≡ b (mod f) such that gcd(a, q) = gcd(b, q) = 1.

Here is a basic check.

Lemma 3.15. Fix a Dirichlet character χ (mod q). Then f(χ) | q.

Proof. Set f := gcd(f(χ), q). We claim any a ≡ b (mod f) with gcd(a, q) = gcd(b, q) = 1 will have χ(a) =
χ(b). This will finish the proof because it will force f ≥ f(χ), but f | f(χ) enforces f = f(χ).

To show the claim, write f = xf(χ) + yq for some integers x, y ∈ Z. Then note a = b + fk for some
integer k, which implies

χ(a) = χ(b+ fk) = χ(b+ xf(χ)k + yqk) = χ(b+ xf(χ)).

Now, χ(a) 6= 0, so χ(b + xf(χ)) 6= 0, so b + xf(χ) must be coprime with q. Thus, by definition of f(χ), we
conclude that χ(a) = χ(b+ xf(χ)) = χ(b), which is what we wanted. �

Definition 3.16 (primitive). A Dirichlet character χ (mod q) is primitive if and only if f(χ) = q. In other
words, q is the smallest integer f such that a ≡ b (mod f) impliesχ(a) = χ(b) for gcd(a, q) = gcd(b, q) =
1.

We are going to work almost exclusively with primitive characters in the sequel; let’s justify why.

Proposition 3.17. Fix a Dirichlet character χ (mod q) of conductor f . Then there is a unique Dirichlet
character χf (mod f) such that

χ(n) =

{
χf (n) if gcd(n, q) = 1,

0 if gcd(n, q) > 1.

In fact, χf is primitive.

Proof. We show uniqueness, existence, and primitivity separately.

• We show that χf is unique. For each n ∈ Z such that gcd(n, f) = 1, we claim that there is some n′ such
that gcd(n′, q) = 1 but n ≡ n′ (mod f). This is surprisingly technical and arises from the fact f | q from
Lemma 3.15. Well, the Chinese remainder theorem allows us to find some n′ (mod q) such that

n′ ≡

{
n (mod pνp(q)) if p | f,
1 (mod pνp(q)) if p | q and p | f.

Notably, the moduli are coprime, and their product is q. Further, for each p | q, we claim p - n′: if p | f ,
then p | n′ − n, so p - n implies p - n′; otherwise if p - f , so p | n′ − 1, so p - n′. However, for each p | f ,
we see that

n′ ≡ n (mod pνp(f))

because νp(f) ≤ νp(q), so we conclude that n′ ≡ n (mod f).
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To complete the proof, we note that each n ∈ Z such that gcd(n, f) = 1 has some n′ such that
gcd(n′, q) = 1 while n ≡ n′ (mod f), so

χf (n) = χf (n′) = χ(n′).

Otherwise, for n ∈ Z such that gcd(n, f) > 1, we must have χf (n) = 0 because χf (mod f) is a
Dirichlet character. So χf is uniquely determined by χ.

• We show that χf exists. Well, for each n ∈ Z such that gcd(n, f) = 1, we note from the previous step
that there is some n′ such that gcd(n′, q) = 1 and n ≡ n′ (mod f). But by the definition of f , we note
that the value of χ(n′) is uniquely determined, so we may define

χf (n) :=

{
χ(n) if gcd(n, q) = gcd(n′, f) = 1 and n ≡ n′ (mod f),

0 if gcd(n, f) > 1.

Quickly, note that χf (mod f) is a Dirichlet character: certainly χf vanishes on n such that gcd(n, f) >
1. Further, given a, b ∈ Z such that gcd(a, f) = gcd(b, f) = 1, we find a′ and b′ such that a′ ≡ a (mod f)
and b′ ≡ b (mod f) and gcd(a′, q) = gcd(b′, q) = 1. Thus, we see

χf (a)χf (b) = χ(a′)χ(b′) = χ(a′b′) = χf (ab),

where the last equality is valid because a′b′ ≡ ab (mod f) and gcd(a′b′, q) = 1 because gcd(a′, q) =
gcd(b′, q) = 1.

Lastly, we check that χ is built from χf as claimed. Well, for n ∈ Z, if gcd(n, q) > 1, then of course
χ(n) = 0. Alternatively, if gcd(n, q) = 1, then gcd(n, f) = 1 as well, so the construction of χf grants
χ(n) = χf (n).

• We show that χf (mod f) is a primitive Dirichlet character, using the construction of the previous
step. Indeed, let f ′ be the conductor of χf ; we want to show f = f ′. Certainly f ′ | f by Lemma 3.15,
so f ′ ≤ f . On the other hand, if a ≡ b (mod f ′) and gcd(a, q) = gcd(b, q) = 1, then we see

χ(a) = χf (a)
∗
= χf (b) = χ(b),

where ∗= holds because gcd(a, f) = gcd(b, f) = 1 as well by Lemma 3.15. Thus, because f is the
conductor of χ, we see f ′ ≥ f , so we conclude f = f ′. �

3.1.3 Gauss Sums
We mentioned in Remark 2.15 that Γ is more or less a continuous version of a Gauss sum: it’s some kind of
multiplicative Fourier transform of an additive character. Well, here are the usual Gauss sums.

Definition 3.18 (Gauss sum). Fix a Dirichlet character χ (mod q). Then the Gauss sum is

τ(χ,m) :=

q−1∑
n=0

e

(
nm

q

)
χ(n).

For brevity, we set τ(χ) := τ(χ, 1).

Namely, ψm : n 7→ e
(
nm
p

)
is our additive character, our measure is the counting measure, so we are indeed

just looking at the multiplicative Fourier transform of an additive character.
Let’s show a few basic facts. To set up our discussion, we emphasize that primitive characters are better-

behaved.
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Lemma 3.19. Fix a Dirichlet character χ (mod q). The following are equivalent.

(a) χ is primitive.

(b) For each proper divisor q′ | q, there exists k ≡ 1 (mod q′) such that χ(k) /∈ {0, 1}.

(c) For each proper divisor q′ | q and integer r, we have

q/q′−1∑
k=0

χ(kq′ + r) = 0.

Proof. We show our implications in sequence.

(a) We show (a) implies (b). Because χ is primitive, we know that the nonzero values of χ are not periodic
(mod q′). In particular, we may find r ≡ s (mod q′) such that χ(r) and χ(s) are distinct and nonzero. In
particular, we must have r, s ∈ (Z/qZ)×, so we let s′ ∈ Z denote a multiplicative inverse of s (mod q)
so that rs′ ≡ ss′ ≡ 1 (mod q′), but

χ(rs′) = χ(r)χ(s′) = χ(r)/χ(s) = 1.

This is what we wanted.

(b) We show (b) implies (c). Well, fix an integer ` ≡ 1 (mod q′) such that χ(`) /∈ {0, 1}. Writing ` = 1 + q′`′

and d := q/q′, we see that

χ(`)

q/q′−1∑
k=0

χ(kq′ + r) =

d−1∑
k=0

χ(`kq′ + `r)

=

d−1∑
k=0

χ(`kq′ + (1 + q′`′)r)

=

d−1∑
k=0

χ((`k + `′)q′ + r).

Now, we claim that k 7→ `k + `′ is a bijection Z/dZ → Z/dZ. Indeed, it is enough to show injectivity
because this is a map from a finite set to itself, so we see that `k1 + `′ ≡ `k2 + `′ (mod d) implies

`k1 ≡ `k2 (mod d),

which implies k1 ≡ k2 (mod d) because gcd(`, d) = gcd(`, q) = 1. This completes the proof of the
claim, so we can re-index our sum as

χ(`)

q/q′−1∑
k=0

χ(kq′ + r) =

q/q′−1∑
k=0

χ(kq′ + r)

because the value of k in the sum only matters (mod d). (Recall d = q/q′, and χ is periodic (mod q).)
Because χ(`) 6= 1, we conclude that the value of the sum must be 0.

(c) We show (c) implies (a) by contraposition. Indeed, if χ is not primitive, then Proposition 3.17 grants us
a Dirichlet character χf (mod f) where f := f(χ) such that

χ(n) =

{
χf (n) if gcd(n, q) = 1,

0 if gcd(n, q) > 1.
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Now, by Lemma 3.15, we see f | q, and because χ fails to be primitive, we have f < q, so f is a proper
divisor. As such, we see that

q/f−1∑
k=0

χ(kf + 1) =

q/f−1∑
k=0

1gcd(kf+1,q)=1.

This sum has nonnegative terms and at least one positive term at k = 0, so the total sum is at least 1
and hence is nonzero. �

We can now relate our Gauss sums together.

Lemma 3.20. Fix a primitive Dirichlet character χ (mod q). Then for any integer m, we have

τ(χ,m) = χ(m)τ(χ).

Proof. We have the following cases.

• Suppose that gcd(m, q) = 1. Here, the argument is a change of variables. Indeed, we note χ(m) 6= 0,
so we may write

τ(χ,m) =

q−1∑
n=0

e

(
nm

q

)
χ(n)

=
1

χ(m)

q−1∑
n=0

e

(
nm

q

)
χ(nm)

=
1

χ(m)

q−1∑
n=0

e

(
n

q

)
χ(n),

where we have re-indexed our sum in the last step; in particular, we see that multiplication by m ∈
(Z/qZ)× is a bijection (Z/qZ)× → (Z/qZ)×. In total, we note χ(m)−1 = χ(m) because |χ(m)| = 1 by
Remark 1.12, so we conclude that τ(χ,m) = χ(m)τ(χ), as desired.

• Suppose that gcd(m, q) > 1. This is harder and requires using that χ (mod q) is primitive. Quickly,
note that χ(m)τ(χ) = 0 because gcd(m, q) > 1, so we must show that τ(χ,m) = 0.
Well, take d := gcd(m, q) and m′ := m/d and q′ := q/d so that gcd(m′, q′) = 1. As such, we write each
n ∈ Z/qZ as kq′ + r by the division algorithm, which gives

τ(χ,m) =

q−1∑
n=0

e

(
nm

q

)
χ(n)

=

d−1∑
k=0

(
q′−1∑
r=0

e

(
(kq′ + r)m′

q′

)
χ(kq′ + r)

)

=

q′−1∑
r=0

(
e

(
rm′

q′

) d−1∑
k=0

χ(kq′ + r)

)
.

We now note that the inner sums vanish by Lemma 3.19 because q′ is a proper divisor of q. Note that
we have used the fact that χ is primitive here. �

Proposition 3.21. Fix a primitive Dirichlet character χ (mod q). Then |τ(χ)|2 = q.
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Proof. This is essentially the Plancherel formula. Using Lemma 3.20, we note |χ(m)| = 1 if gcd(m, q) = 1
(by Remark 1.12) and |χ(m)| = 0 otherwise, so

ϕ(q)|τ(χ)|2 =

q−1∑
m=0

|χ(m)τ(χ)|2

=

q−1∑
m=0

|τ(χ,m)|2

=

q−1∑
m=0

τ(χ,m)τ(χ,m)

=

q−1∑
m=0

(
q−1∑
k,`=0

e

(
km

q

)
χ(k)e

(
`m

q

)
χ(`)

)

=

q−1∑
k,`=0

(
χ(k)χ(`)

q−1∑
m=0

e

(
(k − `)m

q

))
.

Now, if k 6= `, then the inner sum is

q−1∑
m=0

e

(
(k − `)m

q

)
=
e
(

(k−`)q
q

)
− 1

e
(
k−`
q

)
− 1

= 0,

so we only care about the terms with k = `, where the inner sum is q. Thus,

ϕ(q)|τ(χ)|2 =

q−1∑
k=0

χ(k)χ(k)︸ ︷︷ ︸
|χ(k)|2

q = ϕ(q)q,

which yields |τ(χ)|2 = q. This is what we wanted. �

3.2 February 10
We continue discussing applications of the Gauss sum.

3.2.1 The Pólya–Vinogradov Inequality
As an aside, we set up the Pólya–Vinogradov inequality.

Theorem 3.22 (Pólya–Vinogradov inequality). Fix a prime p and a nontrivial character χ (mod p). Then
for any a, b, we have ∣∣∣∣∣∣

∑
a≤n≤b

χ(n)

∣∣∣∣∣∣� √p log p,

where the implicit constant does not depend on anything.

Proof. Roughly speaking, we are computing the inner product of χ and the indicator function of an interval.
Using “Plancherel’s formula” to bound completes the proof. The trick here is to “complete the sum.” Be-
cause

∑p−1
n=0 χ(n) = 0, we may assume that a, b ≤ p. (If shifting yields a ≤ p ≤ b ≤ p+ a, then we can flip the

entire sum to make it b− p ≤ p− a ≤ p.)
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Now, the main point is to take the Fourier transform

1̂[a,b](m) =
∑

a≤n≤b

e

(
−mn

p

)
� p

m
,

where we have expanded out the geometric series to get this bound; namely, we are noting 1
1−e(−1/p) ≈ p.

As such, we use the Fourier inversion formula Corollary 1.24 to see∣∣∣∣∣∣
∑
x∈Fp

1[a,b](x)χ(x)

∣∣∣∣∣∣ =
1

p

∣∣∣∣∣∣
∑

m,x∈Fp

1̂[a,b](m)e

(
mx

p

)
χ(x)

∣∣∣∣∣∣ .
Now, by Proposition 3.21, this is bounded above by

1

p

p−1∑
m=1

1̂[a,b]
√
p� 1

√
p
· √p

p−1∑
m=1

1

m
� √p log p.

(Notably, the m = 0 term provides no contribution.) This completes the proof. �

Corollary 3.23. The least nonquadratic residue is O(
√
x log x).

Proof. This is direct from Theorem 3.22. �

Remark 3.24. For “short” intervals, one can do better, which is the point of the Burgess bound.

Remark 3.25 (Nir). Here is another nice corollary: fix real numbers 0 ≤ α < β ≤ 1. For a prime p ≡ 1
(mod 3), define the character χ (mod p) by χ(g) := ζ3 where g ∈ F×p is a generator. Then the function
f := 1

3

(
1 + χ+ χ2

)
has f(a) indicating if a (mod p) is a cube. Thus, the proportion of cubic residues

(mod p) in the interval [αp, βp] is

#{a (mod p) is a square : αp ≤ a ≤ βp}
(β − α)p

=
1

(β − α)p
· 1
3

((β−α)p+O(
√
p log p)) =

1

3
+O

(
p−1/2 log p

)
.

In other words, cubic residues are equidistributed (mod p). A similar argument works for higher pow-
ers.

3.2.2 The Functional Equation forL(s, χ)

Given a primitive Dirichlet character χ (mod q), we would like to provide a functional equation akin to The-
orem 2.42. It will be convenient to divide our analysis in the cases χ(−1) = 1 and χ(−1) = −1. Notably,
χ(−1)2 = χ(1) = 1, so χ(−1) ∈ {±1} is indeed forced.

Remark 3.26. Roughly speaking, the case of χ(−1) = 1 makes L(s, χ) a factor of the Dedekind ζ-
function of a real quadratic field, but the case of χ(−1) = −1 makes L(s, χ) a factor of the Dedekind
ζ-function of an imaginary quadratic field. Because the infinite place of Q splits di�erently in these
cases, the Γ-factors used to complete our L-function will be di�erent, which is why we must separate
our analysis into cases.

Despite the philosophical remark of Remark 3.26, our entire discussion will avoid discussing number fields.
As in the proof of Theorem 2.42, our functional equation will follow from the functional equation of a suitably
defined Θ-function.
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Definition 3.27. Fix a Dirichlet character χ (mod q).

• If χ(−1) = 1, we define, for Re s > 0,

Θ(s, χ) :=
∑
n∈Z

χ(n)e−πn
2s/q.

• If χ(−1) = −1, we define, for Re s > 0,

Θ(s, χ) :=
∑
n∈Z

nχ(n)e−πn
2s/q.

Note that χ(−1) = −1 would imply that ∑
n∈Z

χ(n)e−πn
2s = 0,

which explains why we should add the factor of n here.

Lemma 3.28. For any Dirichlet character χ (mod q) and ε > 0, the sum defining Θ(s, χ) converges ab-
solutely and uniformly on {s : Re s ≥ ε}. Thus, Θ(s, χ) defines a holomorphic function on {s : Re s > 0}.

Proof. Note that the second sentence follows from the first: by Lemma A.15, we see that Θ(s, χ) is holo-
morphic on {s : Re s ≥ ε} for any ε > 0, so taking the union over all ε > 0 achieves the result. We now show
our convergences by the Weierstrass M-test.

• For χ(−1) = 1, we see∑
n∈Z

∣∣∣χ(n)e−πn
2s/q

∣∣∣ ≤∑
n∈Z

e−πn
2 Re s/q ≤

∑
n∈Z

e−πn
2ε/q = Θ(ε/q),

which already converges by Remark 2.34. Note that the bound e−πn2ε is independent of s, which gives
our uniformity.

• For χ(−1) = −1, we see

∑
n∈Z

∣∣∣nχ(n)e−πn
2s/q

∣∣∣ ≤∑
n∈Z
|n|e−πn

2 Re s/q ≤ 1 + 2

∞∑
n=1

ne−πnε/q.

Because ne−πnε/q is independent of s, it remains to show that the rightmost sum converges. Well,
note that n3/eπnε/q → 0 as n → ∞, so because this is a continuous function, we actually see that it is
bounded by some constant C > 0, so we see

∞∑
n=1

ne−πnε/q ≤
∞∑
n=1

n · M
n3

= M

∞∑
n=1

1

n2
,

which converges. For example, this is ζ(2), which converges by Proposition 1.2, say. �

And here is our functional equation for Θ(s, χ).
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Proposition 3.29. Fix a primitive Dirichlet character χ (mod q).

• If χ(−1) = 1, then for any Re s > 0,

Θ(s, χ) =

√
q

τ(χ)
· s−1/2Θ

(
1

s
, χ

)
.

• If χ(−1) = −1, then for any Re s > 0,

Θ(s, χ) =
i
√
q

τ(χ)
· s−3/2Θ

(
1

s
, χ

)
.

Proof. The argument is similar to Proposition 2.35. Note that Θ(s, χ) is holomorphic on the region {s :
Re s > 0} by Remark 2.34. On the other side, we note that Re s > 0 implies that Re(1/s) > 0 as well: writing
s = a + bi for a > 0, we have 1

s = a−bi
|s|2 , which also has positive real part. Thus, we see that Θ(1/s, χ)

is the composite of holomorphic functions and is therefore holomorphic, as are
√
q

τ(χ) · s
−1/2Θ

(
1
s , χ
)

and
i
√
q

τ(χ) · s
−3/2Θ

(
1
s , χ
)

.
In total, by the uniqueness of analytic continuation, it therefore su�ces to show that our holomorphic

functions are equal on R>0. As such, fix some t > 0, and we use Poisson summation, roughly in the form of
Corollary 2.10.

• Suppose χ(−1) = 1. Then we note Lemma 3.37 implies

τ(χ)Θ(t, χ) =
∑
n∈Z

χ(n)τ(χ)e−πn
2t/q

=
∑
n∈Z

τ(χ, n)e−πn
2t/q

=

q−1∑
r=0

(
χ(r)

∑
n∈Z

e−πn
2t/q+2πinr/q

)
.

Now, taking the conjugate of Corollary 2.10, the inner sum becomes∑
n∈Z

e−πn
2(t/q)+2πin(r/q) =

1√
t/q

∑
n∈Z

e−π(n+r/q)2/(t/q),

so

τ(χ)Θ(t, χ) =

q−1∑
r=0

(
χ(r) · 1√

t/q

∑
n∈Z

e−π(n+r/q)2/(t/q)

)

=

√
q
√
t

q−1∑
r=0

(∑
n∈Z

χ(r)e−π(qn+r)2(1/t)

)

=

√
q
√
t

∑
n∈Z

χ(n)e−πn
2(1/t)

︸ ︷︷ ︸
Θ(1/t,χ)

,

where in the last equality we have used the absolute convergence of Θ(1/t, χ) to rearrange the sum.
Rearranging our equality, we see

Θ(t, χ) =

√
q

τ(χ)
· t−1/2Θ

(
1

t
, χ

)
.
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• Suppose χ(−1) = −1. Again, we note that Lemma 3.37 implies

τ(χ)Θ(t, χ) =
∑
n∈Z

χ(n)τ(χ)ne−πn
2t/q

=
∑
n∈Z

τ(χ, n)ne−πn
2t/q

=

q−1∑
r=0

(
χ(r)

∑
n∈Z

ne−πn
2t/q+2πinr/q

)
.

This time around, Poisson summation in the form of Corollary 2.10 is not good enough for our pur-
poses, but Poisson summation still su�ces. Set f : R → C by f(x) := xe−πx

2(t/q)+2πix(r/q). Setting
g(x) := e−πx

2 , we note that g′(x) = −2πxe−πx
2 , so

f(x) = − 1

2π
√
t/q

g′(
√
t/qx)e2πix(r/q).

Thus, Lemma C.6 and Exercise C.7 tell us that f is Schwarz with Fourier transform given by

(Ff)(s) = − 1

2π
√
t/q
· 1√

t/q
(Fg′)

(
s− r/q√

t/q

)

= − 1

2π(t/q)
· 2πi

(
s− r/q√

t/q

)
e−π(s−r/q)2/(t/q)

= −i√qt−3/2(qs− r)e−π(qs−r)2/t.

Now applying Theorem 2.8, we get∑
n∈Z

ne−πn
2t/q+2πinr/q =

∑
n∈Z

f(n) =
∑
n∈Z

(Ff)(n) =
∑
n∈Z
−i√qt−3/2(qn− r)e−π(qn−r)2/t.

As such, we get rid of the sign here by noting χ(−r) = −χ(r), so

τ(χ)Θ(t, χ) =

q−1∑
r=0

(
χ(r)

∑
n∈Z
−i√qt−3/2(qn− r)e−π(qn−r)2/t

)

= i
√
qt−3/2

q−1∑
r=0

(∑
n∈Z

χ(qn− r)(qn− r)e−π(qn−r)2/t

)
= i
√
qt−3/2

∑
n∈Z

χ(n)ne−πn
2(1/t)

︸ ︷︷ ︸
Θ(1/t,χ)

.

Rearranging our equality, we see

Θ(t, χ) =

√
q

τ(χ)
· t−3/2Θ

(
1

t
, χ

)
,

which is what we wanted. �

We will focus on the case of χ 6= χ0. Now, for α ∈ R, an argument similar to Corollary 2.10 yields∑
n∈Z

e−π(n+α)2/x = x1/2
∑
n∈Z

e−πn
2x+2πinα.
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In particular, taking α = m/p for m ∈ Z grants

∑
n∈Z

e−π(n+m/p)2/x =

(
x

p

)1/2∑
n∈Z

e−πn
2x/p+2πinm/p.

To continue, we will work with χ(−1) = 1.1 Here, we set

Θχ(x) :=
∑
n∈Z

χ(n)e−πn
2x/p.

Roughly speaking, in the case where χ(−1) = −1, this sum would completely vanish, so we would have to
add a factor of n or similar to make this summation behave. We will not say more about this case.

Using Corollary 1.24, we see

Θχ(x) =
∑
n∈Z

1

τ(χ, 1)

(
p−1∑
m=0

χ(m)

)
emn/pe−πn

2x/p

=
1

τ(χ, 1)

p−1∑
m=0

χ(m)
∑
n∈Z

e2πimn/p−πn2x/p

∗
=

1

τ(χ, 1)
·
(
x

p

)1/2 p−1∑
m=0

χ(m)
∑
n∈Z

e−π(n+m/p)2p/x

=
1

τ(χ, 1)
·
(
x

p

)1/2 p−1∑
m=0

χ(m)
∑
n∈Z

e−π(pn+m)2/(px),

where we have applied Poisson summation at ∗=. Now, the summations loop over all residue classes in
pn+m, so we see

Θχ(x) =
1

τ(χ, 1)
·
(
x

p

)1/2∑
t∈Z

χ(t)e−πr
2/(px) =

1

τ(χ, 1)
·
(
x

p

)1/2

Θχ(1/x),

where we are also using the fact that χ is periodic (mod p).
Now, to find our functional equation, we write

Ξχ(s) := ps/2π−s/2Γ(s/2)L(s, χ).

Here, the factor of p roughly comes from some kind of conductor, and the π−s/2Γ(s/2) is our real Γ-factor.
In particular, our functional equation will turn out to be the following result.

Theorem 3.30 (Functional equation for Ξχ). Fix a nontrivial Dirichlet character χ (mod p) such that
χ(−1) = −1. Then Ξχ(s) is entire and satisfies the functional equation

Ξχ(s) = ε(χ)Ξχ(1− s),

where εχ :=
√
q/τ(χ).

Proof. We follow the proof of Theorem 2.42. One can compute the integral

Γ(s/2)(p/π)s/2n−s =

∫ ∞
0

e−πn
2x/pxs/2

dx

x

1 This is called the “unramified at ∞ case” because the place here at infinity is totally real.
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for Re s > 1. Summing, we see

Ξχ(s) =
1

2

∫ ∞
0

Θχ(x)xs/2
dx

x
.

At this point, one can see directly that this right-hand side is entire for all s ∈ C: indeed, Θχ(x) rapidly
decays at both 0 and∞, so its Mellin transform is safe for all s ∈ C. Thus, we already see that Ξχ is entire.
In particular, this equality now holds for all s ∈ C.

Anyway, applying the usual variable change x 7→ 1/x, we see

Ξχ(s) =
1

2

∫ ∞
0

Θχ(1/x)x−s/2
dx

x

=
1

2

∫ ∞
0

(
p1/2

τ(χ)
Θχ(x)

)
x−s/2

dx

x
,

where we have used the functional equation for Θχ at the last equality. Upon using the analytic continuation
for Ξχ provided by the previous paragraph, we get

Ξχ(s) = εχΞχ(1− s).

This completes the proof. �

Remark 3.31. The element εχ in the functional equation is called “the root number.” There is a wealth
of research trying to understand their behavior.

Remark 3.32. We omit the case of χ(−1) = −1.

3.3 February 13
Today we conclude discussing the functional equation for L(s, χ).

3.3.1 All Functional Equations
We will want to state our functional equation for primitive Dirichlet characters, so here is the definition of
primitive characters.

Definition 3.33 (primitive). A Dirichlet character χ (mod q) is primitive if and only if χ : (Z/qZ)× → C×
has no smaller period than q.

Remark 3.34. In more general contexts, q is called the “conductor” of χ.

Here is our statement.

Theorem 3.35. Fix a primitive Dirichlet character χ (mod q) for q > 1. Then set aχ := 1
2 (1 − χ(−1)) ∈

{0, 1}, and define

Ξχ(s) :=
( q
π

)(s+a)/2

Γ

(
s+ a

2

)
L(s, χ).

Then Ξχ is entire and satisfies the functional equation

Ξχ(s) = εχΞχ(1− s),

where εχ := iaq1/2/τ(χ), where τ(χ) is a Gauss sum.
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Proof. Omitted. �

We should probably say a few words about these more general Gauss sums.

Lemma 3.36. Fix a primitive Dirichlet character χ (mod q). Then |τ(χ)|2 =
√
q.

Proof. Again sum over the τ(χ,m) as in Proposition 3.21. �

The rest of the proof of Theorem 3.35 now follows exactly as we proceeded last class.

3.3.2 The Sign of the Gauss Sum
Proposition 3.21 tells us the magnitude of τ(χ), but we might be interested in its exact value, for example
because these determine our functional equations. This is referred to as the “sign” of the Gauss sum. While
we’re here, we will examine a special case.

Lemma 3.37. Fix a prime p, and set χp :=
(
•
p

)
. Then

τ(χp) =

p−1∑
k=0

e

(
k2

p

)
.

Proof. Quickly, note that
∑p−1
k=0 e(k/p) = e(p/p)−1

e(1/p) = 0, so we can add this to our original sum to see

τ(χp) =

p−1∑
k=0

(
k

p

)
e

(
k

p

)
+

p−1∑
k=0

e

(
k

p

)
=

p−1∑
k=0

(
1 +

(
k

p

))
e

(
k

p

)
.

In particular, if k (mod p) is a quadratic residue, then the coe�cient of e(k/p) in the sum is 2; if k ≡ 0
(mod p), then the coe�cient of e(k/p) is 1; and lastly, if k is a nonquadratic residue, then the coe�cient
of e(k/p) is 0.

However, by staring at these cases, we see that the coe�cient of e(k/p) here is the number of solutions
x to x2 ≡ k (mod p): there are two solutions if k is a quadratic residue, only x ≡ 0 if k ≡ 0 and none if k is a
nonquadratic residue. Thus,

τ(χp) =

p−1∑
k=0

#
{
x ∈ Z/pZ : x2 ≡ k (mod p)

}
e

(
k

p

)
=

p−1∑
x=0

e

(
x2

p

)
,

which is what we wanted. �

The benefit of Lemma 3.37 is that this expression is more amenable to Poisson summation.

Proposition 3.38. Fix some odd integer q. Then

q−1∑
r=0

e

(
r2

q

)
=

1− iq

1− i
· √q.

Proof. We will use Poisson summation; the point is to turn our Gauss sum into an infinite sum by adding
some dampening factor. To set us up, define f(z) := Θ(z/

√
π) =

∑
n∈Z e

−ns2 , which is holomorphic by
Remark 2.34, and by Proposition 2.35, we see that

f(z) =
(π
z

)1/2

f

(
π2

z

)
(3.1)
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for z such that Re z > 0. Notably, Re z > 0 implies Re z/
√
π > 0 as well.

Now, the series defining Θ absolutely converges, so for any ε > 0, we may rearrange

f

(
ε+

2πi

q

)
= 1 + 2

∞∑
n=1

e−(ε+2πi/q)n2

= 1 + 2

∞∑
n=1

e−εn
2

e−2πin2/q

∗
= 1 + 2

q−1∑
r=0

(
e−2πir2/q

∞∑
m=0

e−(r+mq)2ε

)
,

where in the last equality we have written n = mq + r for r ∈ [0, q) and rearranged.
Now, one can checkUse theta

chi.
that ε→ 0+ enforces

∞∑
m=0

e−(r+mq)2ε ∼
√
π

2q
√
ε

by doing Poisson summation and only focusing on the leading term. In particular, we see that

f

(
ε+

2πi

q

)
∼
√
π

2q
√
ε

q∑
r=1

e−2πir2/q

as ε→ 0+. As such, using the functional equation (3.1) for f , as well as the computation

π2

ε+ 2πi/q
= −πiq

2
+
q2

4
ε+O

(
ε2
)

to take the asymptotics on the other side. This will complete the proof. �

Remark 3.39. One can use Proposition 3.38 to prove the law of quadratic reciprocity, essentially by
comparing Gauss sums (mod p) and (mod q) for distinct odd primes p and q. One can also use these
techniques to prove the supplement

(
2
p

)
= (−1)(p

2−1)/8.

3.3.3 A Zero-Free Region for Complex Characters
We continue to let χ (mod q) be a primitive character.

Remark 3.40. When χ (mod q) is not primitive, then L(s, χ) is equal, up to a few Euler factors, to some
L(s, χ′), where χ′ has smaller modulus. These finite Euler factors do not a�ect our zero-free region.

Example 3.41. Fix
D(s) := ζ(s)3L(s, χ)2L(s, χ)2L(s, χ2)L(s, χ2).

Whenχ is a complex character, one can check that this has nonnegative real coe�cients, so Lemma 2.63
goes through and grants us a zero-free region using the same argument we used for ζ. Namely, we still
get a zero-free region which looks like{

σ + it : σ > 1− c

log |q(|t|+ 2)|

}
,

where c is some fixed constant. In particular, we get a smaller zero-free region for larger q.
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3.4 February 15
We open class by remarking that the arguments of Gauss sums turn out to be equidistributed. As refer-
ences, we mention “Sato–Tate Theorems for Finite Field Mellin Transforms” and “Gauss sums, Klooster-
man Sums, and Monodromy Groups.” Let’s give a quick algebraic proof of the supplement.

Proposition 3.42. Fix an odd prime p. Then
(

2
p

)
= (−1)(p

2−1)/8.

Proof. Let ζ ∈ Fp be an eighth root of unity. (We can also find ζ in Fp4 because ζ is a root of the equation
ζ4 + 1 = 0.) Because ζ4 = −1, we see ζ2 = ζ−2, so(

ζ + ζ−1
)2

= ζ2 + ζ−2 + 2 = 2.

Now, we see
(

2
p

)
= 1 is equivalent to having ζ + ζ−1 ∈ Fp, which because Gal(Fp/Fp) is topologically

generated by the Frobenius, is equivalent to

ζp + ζ−p =
(
ζ + ζ−1

)p ?
= ζ + ζ−1.

Now, this is equivalent to p ≡ ±1 (mod 8); indeed, if p ≡ ±3 (mod 8), then we see ζ3 + ζ−3 = −ζ − ζ−1 is
the negative root. �

3.4.1 Counting Zeroes ofL(s, χ)

We would like to generalize Theorem 2.50. For this, we have the following definition.

Notation 3.43. Fix a primitive character χ (mod q). Then we define

Nχ(T ) := #{|ρ| ≤ T : Ξχ(ρ) = 0}.

Remark 3.44. Note that the functional Theorem 3.35 does tell us that all zeroes live in the critical strip,
but we no longer have conjugate symmetry because χ might not be real.

Arguing as before, the set {
L′(2 + iT, χ)

L(2 + iT, χ)
: T ∈ R, q, χ (mod q)

}
is uniformly bounded above, and one can show as in Lemma 2.51 that∑

Ξχ(ρ)=0

1

1 + | Im ρ− T |2
� log(|T |+ 2) + log q,

where the implied constant is absolute. Following the rest of the proof of Theorem 2.50 from the argument
principle again gives us

1

2
Nχ(T ) =

T

2π
log

(
qT

2π

)
− T

2π
+O(log q(|T |+ 2)),

where the implied constants are still absolute.

3.4.2 Solovay–Strassen Primality Testing
As an application of what we’ve done so far, we describe a primality test assuming the Generalized Riemann
Hypothesis (GRH).
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Question 3.45. Can one determine if an integer n is prime in Poly(log n) time?

This is known unconditionally (via the AKS algorithm), and there are fast probabilistic algorithms, but we
describe an algorithm which works assuming GRH. Here is the statement of GRH.

Conjecture 3.46 (Generalized Riemann Hypothesis). For any primitive character χ (mod q), the zeroes
of Ξχ(s) all lie on the vertical line

Re s =
1

2
.

And now here is our result.

Theorem 3.47 (Miller–Rabin). Assume GRH. Then we can test if an integern is prime in Poly(log n) time.

For this, we describe the Miller–Rabin primality test, which is one of the more e�cient probabilistic primality
tests.

Lemma 3.48 (Fermat’s little theorem). Fix a prime p. If gcd(a, p) = 1, then ap−1 ≡ 1 (mod p).

Proof. This follows from Lagrange’s theorem: the order of a ∈ F×p divides
∣∣F×p ∣∣ = p− 1. �

Remark 3.49. It turns out that there are infinitely many integers n such that

an ≡ a (mod n).

For example, n = 561 works. Thus, one cannot really use Lemma 3.48 to test for primality.

Instead, we will want to use Proposition 3.9, which implies

a(p−1)/2 ≡
(
a

p

)
(mod p)

for gcd(a, p) = 1. In order to compute Legendre symbols e�ciently, we must introduce the Jacobi sym-
bol.

Definition 3.50 (Jacobi). Fix an odd integer n. Then for integers a, we define the Jacobi symbol

(a
n

)
=
∏
p

(
a

p

)νp(n)

.

Remark 3.51. The Jacobi symbol, like the Legendre symbol, is multiplicative in the numerator, but it
is also multiplicative in the denominator. One can use this to show “Jacobi reciprocity,” which asserts
that odd a, b ∈ Z grant (a

b

)( b
a

)
= (−1)(a−1)(b−1)/4.

One also gets the supplement
(

2
n

)
= (−1)(n

2−1)/8.

Remark 3.52. Remark 3.51 allows us to compute Jacobi symbols e�ciently via reciprocity. Roughly
speaking, we are basically just doing the Euclidean algorithm and keeping track of some signs.

We now do primality testing with the Euler criterion.
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Lemma 3.53. Fix an odd integer n. If n is not prime, there exists some a such that

a(n−1)/2 6≡
(a
n

)
(mod n).

Proof. Omitted. The idea is to split this into two cases: ifn is squarefree, one can divide the result via the Chi-
nese remainder theorem into various (mod p) statements; ifn is not squarefree, then one can look (mod p2)
somewhere to get the result. �

This suggests the following algorithm to test if n an odd integer n is prime.

1. Choose some random a ∈ [1, n).

2. Compute the Jacobi symbol
(
a
n

)
. Via the Euclidean algorithm, one can compute this in O

(
(log n)2

)
time.

3. Compute a(n−1)/2 (mod n) using exponentiation by repeated squaring. This will run in O
(
(log n)3

)
time.

4. If the above do not match, then n is not prime. If the above match, then return to step 1 and try and
another a.

In fact, we will show (using GRH), that one only has to check a � (log n)2, so the entire algorithm runs in
O
(
(log n)5

)
.

3.5 February 17
The next two classes (Wednesday and Friday) will be recorded and posted online.

3.5.1 Deterministic Solovay–Strassen
Here is our main theorem, which tells us that the Solovay–Strassen primality test can be made determinis-
tic.

Theorem 3.54. Suppose that q is an odd integer which is not prime. Assuming GRH, then there exists
a� (log q)2 such that (

a

q

)
6≡ a(q−1)/2 (mod q).

We will require the following result.

Proposition 3.55. Let q be an odd integer. Given a subgroupA ⊆ (Z/qZ)×. Assuming GRH, there exists
an absolute constant c such that {

[k] ∈ (Z/nZ)× : k ≤ c(log q)2
}
⊆ A

implies A = (Z/qZ)×.

One can quickly prove Theorem 3.54 from Proposition 3.55.

Proof of Theorem 3.54. Indeed, the set

A :=

{
a ∈ (Z/qZ)× :

(
a

q

)
6≡ a(n−1)/2 (mod q)

}
is a subgroup of (Z/qZ)×. Because q is not prime, we know that A 6= (Z/qZ)×, so it follows from Proposi-
tion 3.55 that A does not contain all [k] ∈ (Z/qZ)× such that k ≤ c(log q)2. The conclusion follows. �
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We now attack Proposition 3.55.

Proof of Proposition 3.55. Suppose for the sake of contradiction that A 6= (Z/qZ)×. Now, the quotient
(Z/qZ)×/A is nontrivial and abelian, so it has some nonzero character. Pulling this character to (Z/qZ)×, we
have a Dirichlet character χ (mod q) such that

χ(k) = 1

for each 0 ≤ k ≤ c(log q)2 coprime to n.
As in the proof of the Prime number theorem, we want to consider the infinite sum

∑
n≤x

Λ(n)χ(n) =
1

2πi

∫
Re s=c

(
−L
′(s, χ)

L(s, χ)

)
xs
ds

s

and shift the contour over to the left. To do this, we apply smoothing ψ to get a smooth function compactly
supported on [1/4, 3/4]. Arguing as in Dirichlet’s theorem, we see

∑
n≥0

Λ(n)χ(n)ψ
(n
x

)
=

1

2πi

∫
Re s=2

(
−L
′(s, χ)

L(s, χ)

)
(Mψ)(s)xs ds.

Shifting the contour is somewhat delicate, but it can be done similarly as in our proof of the Prime number
theorem. This gives ∑

n≥0

Λ(n)χ(n)ψ
(n
x

)
= −

∑
L(ρ,χ)=0

(Mψ)(ρχ)xρχ

plus some smaller error terms. By GRH, we may assume that all the roots lie on Re s = 1
2 , so this is bounded

(up to a constant) by √
x log q.

Notably, the number of zeroes does not increase very much, especially in comparison to the rapid decay of
Mψ. As such, we see

x�

∣∣∣∣∣∣
∑
n≥0

Λ(n)χ(n)ψ
(n
x

)∣∣∣∣∣∣� √x log q,

so x � (log q)2. However, setting x = c(log q)2 for c large enough will break this bound, which is our con-
tradiction. �

3.5.2 Imprimitive Characters
Let’s talk a little more about our characters.

Definition 3.56 (conductor). Fix a Dirichlet characterχ (mod q). Then the conductor f(χ) is the minimal
period of χ restricted {n ∈ Z : gcd(n, q) = 1}. If f(χ) 6= q, then χ is said to be imprimitive.

Roughly speaking, one can take characters and reduce them to the primitive case by pretending they are
Dirichlet characters modulo their conductor.

Definition 3.57 (induces). Fix a Dirichlet characterχ (mod q) with conductor f . Then the Dirichlet char-
acter “χ (mod f)” is primitive (by construction) and is said to induce χ (mod q).

Example 3.58. The principal Dirichlet characters are induced by the constantly 1 character.
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Remark 3.59. The point is that a Dirichlet characterχ (mod q) induced by a primitive Dirichlet character
χ′ (mod f) has L-function given by

L(s, χ′) = L(s, χ)
∏
p-f
p|q

1

1− χ′(p)p−s
.

Note that these finitely many Euler factors do not add any zeroes or poles or similar.

Remark 3.60. Under our philosophy that the real characters are the hard ones. By the Chinese remain-
der theorem, it su�ces to understand characters modulo prime powers pν . If p is odd, then (Z/pνZ)

×

is cyclic, so the only real characters are either principal or is
(
•
p

)
depending on if the generator g ∈

(Z/pνZ)
× gets sent to −1 or 1. If p = 2, then (Z/2νZ) ∼= 〈−1〉 × 〈5〉 = Z/2Z × Z/2ν−2Z for ν ≥ 2, and

we can decompose this as one might expect. Namely, there is one modulo 4 and two modulo 8.

3.6 February 22
This lecture was recorded.

3.6.1 Real Primitive Characters
We continue discussing primitive characters χ modulo prime powers pν . Recall that these are controlled
for p odd because (Z/pν)

× is still cyclic. In particular, there is exactly one real primitive Dirichlet character
(mod p) and none for pν for ν > 1.

For p = 2, one must be a little more careful.

• There is a unique primitive real character (mod 2) which is the trivial one.

• There is a real primitive character χ4 (mod 4) given by
(−1
•
)

.

• Further, there are two real primitive characters (mod 8) given by
(

2
•
)

and
(−2
•
)

.

• There are no more real primitive characters (mod 2ν).

Roughly speaking, these characters can give all primitive characters by the Chinese remainder theorem. We
can be a little more explicit about this.

Remark 3.61. Using the Kronecker symbol, one can write all real primitive Dirichlet characters as
(
d
•
)

.
The values d yielding primitive characters are the ones which are fundamental discriminants; namely,

d ≡

{
N if N ≡ 1 (mod 4) and is squarefree,
4N if N ≡ 2, 3 (mod 4) and is squarefree.

Note that we permit N < 0.

Remark 3.62. Fix a real primitive character χ =
(
d
•
)

. Then ζ(s)L(s, χ) is the Dedekind ζ-function for the
quadratic fieldQ(

√
d). Roughly speaking, this explains why ζ(s)L(s, χ) should have positive coe�cients.

See [Dav80, Chapter 6] for details.
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3.6.2 Zero-Free Regions forL(s, χ)

We now establish some zero-free regions for L(s, χ). For complex primitive Dirichlet characters χ, one can
use the product

ζ(s)3L(s+ it0, χ)2L(s− it0, χ)2L(s+ 2it0, χ
2)L(s− 2it0, χ

2)

combined with Lemma 2.63 to see that L(s, χ) has no zeroes in the region{
s ∈ C : Re s > 1− c

log(q(|t|+ 2))

}
.

Note that any imprimitive character χ can be reduced to a primitive one by adjusting finitely many Euler
factors of L(s, χ), which do not change a vanishing region.

In the case of real primitive Dirichlet characters χ, one does not do as well. Notably, χ2 = χ2 is the
principal character, so L(s + 2it0, χ

2) is lacking a pole at s = 1. Nonetheless, an argument will still work
except at t0 = 0, where we see that we have at most one zero in the real numbers in the region{

s ∈ C : Re s > 1− c

log(q(|t|+ 2))

}
.

However, at most one zero is still not good enough for our purposes. Well, to deal with a possibly real zero,
we can apply Lemma 2.63 to

ζ(s)L(s, χ),

and we can produce a lower bound (using the proof of L(1, χ) 6= 0) to produce the lower bound

|L(1, χ)| > cq−1/2.

In particular, from the summation, our Dirichlet series is 1 on squares, which is where the square root comes
from.

Remark 3.63. In contrast, we can upper-bound L(s, χ) relatively easily as

|L′(σ, χ)| � (log q)2 for 1− 1

log q
≤ σ ≤ 1,

and
|L(σ, χ)� log q, for 1− 1

log q
≤ σ ≤ 1.

For details, see [Dav80, Chapter 14]. Roughly speaking, one can just use the Dirichlet series forL(s, χ).
In particular, early terms rotate quickly and can be bounded as sines and cosines, and the later terms
are small.

The idea above is that we can use the above derivative combined with our lower bound forL(1, χ) in order to
get some very small interval in the real numbers where we are nonzero. This is indeed technically a zero-free
region; in the next lecture, we will cover Siegel’s theorem, which is ine�ective but will do a little better.

In total, we get that any problematic real zero β of L(s, χ) must satisfy

β < 1− c

(log q)2√q
.

Of course, this is much worse when compared to c/ log q, but it does give us a zero-free region to work
with.
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Remark 3.64 (Landau). Fix χd :=
(
d
•
)

. Then one can use

ζ(s)L(s, χd1)L(s, χd2)L(s, χd1χd2),

for d1 6= d2, which is the ζ function of a biquadratic field. Now, because each of these L-functions have
at most one real zero in the desired region

(
1− c

log |d1d2| , 1
]

, we note that a zero for L(s, χd1) will force
the other L-functions to not have zeroes! An idea like this is able to produce a zero-free region, and it
is the key input to Siegel’s theorem.

3.7 February 24
Again, this lecture was recorded. Our goal here is to state and prove Siegel’s theorem. This will be our first
“ine�ective” theorem.

3.7.1 Siegel’s Theorem
Fix a primitive Dirichlet characterχ (mod q). Recall that there is an e�ective constant c > 0 such thatL(s, χ)
has no zeroes in the region {

s : Re s > 1− c

log(q|t|+ 2)

}
except possibly a real zero in the case where χ is a real character.

We also recall from Landau that distinct primitive Dirichlet characters χ1 and χ2 with coprime moduli
will make

ζK(s) := ζ(s)L(s, χ1)L(s, χ2)L(s, χ1χ2)

have nonnegative coe�cients.

Remark 3.65. If we set χ1 =
(
d1
•
)

and χ2 =
(
d2
•
)

, then the above Dirichlet series is the Dedekind ζ-
function associated to the biquadratic field K := Q(

√
d1,
√
d2). In particular, the fact that ζK has non-

negative coe�cients is direct from this definition.

Now, one can repeat the argument from Lemma 2.63 to get that there is at most one zero of ζK in the
desired region, that it must be real, and that it must live in (1− c/ log(q1q2), 1]. As an aside, we do note
that L(1, χ)� 1/

√
q, so we get somewhat automatically (from also bounding L′(s, χ)) that L(s, χ) does not

vanish on
(
1− c/(√q(log q)2), 1

)
for some constant c > 0.

Remark 3.66. As an example, one can estimate the first prime p which is p ≡ a (mod q) for some (a, q)
with gcd(a, q) = 1. From the above considerations, one gets about eq, but we expect q1+ε for any ε > 0.

With these preliminaries, we are ready to state Siegel’s theorem.

Theorem 3.67 (Siegel). Fix a primitive Dirichlet character χ (mod q). For any ε > 0 with ε ≤ 1/2, there
is a(n ine�ective) constant c(ε) > 0 such that

L(1, χ) ≥ c(ε)q−ε.

Remark 3.68. From this lower bound, one sees that L(s, χ) has no zeroes in the region (1− c(ε)/qε, 1].
Namely, we also have a bound on L′(s, χ).
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Remark 3.69. One can use this result, combined with the class number formula, to show that there are
only finitely many imaginary quadratic fields with class number equal to 1.

We now turn to the proof of Theorem 3.67.

Proof of Theorem 3.67. We follow Goldfeld’s proof of this result. Recall

ζK(s) := ζ(s)L(s, χ1)L(s, χ2)L(s, χ1χ2)

has nonnegative coe�cients. Choose β ∈ [3/4, 1), which is a surprise tool which will help us later. The trick
is to look at

I(β) :=
1

2πi

∫
Re s=2

ζK(s+ β)Γ(s)xs ds.

Notably, as |t| → ∞, we have |Γ(σ+it)| ∼ e−π|t|/2|t|σ−1/2 for bounded |σ|, so everything is going to converge
absolutely. Now, absolute convergence everywhere allows us to exchange the sum and integral to give

I(β) =
∞∑
n=1

an
nβ
e−n/x,

where an are the coe�cients of ζK(s). Notably, by positivity, we have the lower bound I(β) ≥ 1.
We now shift the contour of I to Re s = 1/2− β. �

3.8 February 27
Last class we showed Siegel’s theorem. In particular, for real primitive characters χ with conductor q, we
have |L(1, χ)| � q−ε for any ε > 0, where the implied constant is ine�ective.

Remark 3.70. As a correction, Mordell’s conjecture that curves of genus at least 2 have at most finitely
many rational solutions. For example, for any n ≥ 4, the equation xn + yn = 1 has finitely many ra-
tional solutions. We mention this because computing the number of points exactly (though finite) is
ine�ective; this is an active area of research in arithmetic geometry.

In this second half of the semester, we are going to cover quite a few disparate topics. In particular, after
doing a few more applications (the Burgess bound and elementary counting over finite fields), we will turn
to sieve theory (e.g., the weak Goldbach conjecture).

3.8.1 The Burgess Bound
We are going to do the analytic part of the argument here. Roughly speaking, we are interested in bounding
sums which look like ∣∣∣∣∣

N∑
n=1

χ(n)

∣∣∣∣∣ .
From Theorem 3.22, we do have a bound of√q log q, but we would like to do better for smaller N .

Remark 3.71. Under the Generalized Riemann Hypothesis, one can achieve∣∣∣∣∣
N∑
n=1

χ(n)

∣∣∣∣∣� √q log log q.

This is due to Montgomery–Vaughan. However, one expects to have�ε

√
Nqε for any ε > 0.
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For applications, we are primarily interested in the smallest q for which χ(q) 6= 1, for which these sums
help, up to some constants. (For example, this implies an upper bound on the least nonquadratic residue.)
We are going to achieve some cancellation for N bigger than q1/4, which is better than what is given by
Theorem 3.22.

Theorem 3.72 (Burgess). Fix δ, ε > 0. There exists some p0(δ, ε) > 0 such that, for primes p > p0(δ, ε)
and N > p1/4+δ, we have ∣∣∣∣∣

M+N∑
n=M+1

χ(n)

∣∣∣∣∣ < εN

for nontrivial characters χ (mod p).

Remark 3.73. One can even allow the conductor p to be cube-free, where χ (mod p) is now forced to
be primitive.

3.8.2 A Little on Curves

We are going to show Theorem 3.72 in the real character case, where χ =
(
•
p

)
. For this, we are going to

want the following ingredient.

Definition 3.74 (hyperelliptic curve). Fix a polynomial P (x) ∈ Z[x] of degree r ≥ 3. Given a prime p, we
may consider the hyperelliptic curve

Cp :=
{

(x, y) ∈ F2
p : y2 = P (x)

}
.

Further, we say that Cp is irreducible if and only if P (x) (mod p) is not a square.

Theorem 3.75 (Riemann hypothesis for curves). Fix an irreducible projective curve C/Fp, and define
Np := #C(Fp). Then

|Np − (p+ 1)| < 8(degC)
√
p

for p large enough.

Remark 3.76. Our definition ofNp is including points at infinity, so one must be careful about just count-
ing Fp-points on a curve. Our following argument

We are not going to prove Theorem 3.75 in full generality (e.g., this should hold for arbitrary projective
varieties), but we will be able to show a somewhat weaker statement in our case, which will be good enough
for our purposes.

Quickly, let’s explain why we are looking at these hyperelliptic curves at all.
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Lemma 3.77. Fix a polynomial P (x) ∈ Z[x] of degree r. Further, fix a prime p.

(a) There are most r points (x, y) ∈ F2
p such that y2 = f(x) such that P (x) ≡ 0 (mod p).

(b) There are either zero or two points (x, y) ∈ F2
p such that y2 = f(x) if P (x) 6≡ 0 (mod p); we have

zero if
(
P (x)
p

)
= 1 and 0 if

(
P (x)
p

)
= −1.

(c) In total, the number of points (x, y) ∈ F2
p is

p+
∑

x (mod p)

(
P (x)

p

)
.

Proof. This is somewhat direct. The first statement (a) holds becauseP (x) has at most r roots (mod p), and
then y = 0 is forced. The second statement (b) holds by tracking if P (x) is a quadratic residue or not. Then
the third statement (c) holds by the above casework on x (mod p). �

Comparing Lemma 3.77 with Theorem 3.75 produces the bound∣∣∣∣∣∣
∑

x (mod p)

(
P (x)

p

)∣∣∣∣∣∣ ≤ 2 + r
√
p.

One can improve the constant here with some e�ort. With elementary methods, one can actually achieve∣∣∣∣∣∣
∑

x (mod p)

(
P (x)

p

)∣∣∣∣∣∣ ≤ 9r
√
p.

3.9 March 1
We continue discussing the Burgess bound.

3.9.1 Proving the Burgess Bound
For the Burgess bound, we want the following moment result.

Notation 3.78. We set χp :=
(
•
p

)
to be the non-principal real Dirichlet character (mod p).

Lemma 3.79. Fix a prime p. Given some B, we have

p−1∑
x=0

∣∣∣∣∣∣
∑

1≤b≤B

χ(x+ b)

∣∣∣∣∣∣
2r

≤ (2rB)rp+ 2rB2r√p.

Roughly speaking, it will turn out that understanding moments as above will be enough to control sums of
polynomials.

Proof. By Weil’s bound above, we see that∣∣∣∣∣
p−1∑
x=0

χp(x+ b1) · · ·χ(x+ b2r)

∣∣∣∣∣ ≤ r√p,
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provided that the bi are not just r pairs. As such, we note that

#
{

(b1, . . . , b2r) ∈ [1, B]2r : they are not r pairs
}
≤
(

2r

r

)
Brr! ≤ (2r)rBr.

The left inequality is combinatorial: there are
(

2r
r

)
elements to choose to be the left element of a pair, each

hasB options, and then there are r! ways to rearrange these pairs. To finish the proof, one fully expands out∣∣∣∣∣∣
∑

1≤b≤B

χ(x+ b)

∣∣∣∣∣∣
2r

by using some kind of multinomial theorem. Most of the terms can be bounded as above, but some terms
(namely, the ones which are r pairs) must be bounded more crudely. Summing these as such completes the
proof. �

Now here is our result.

Theorem 3.80 (Burgess). Set
SM (N) :=

∑
M<n≤M+N

χp(n).

Then
|SM (N)| �r N

1−1/rp(r+1)/(4r2)(log p)1/r

for all positive integers r.

Proof. This is by the moment method. Roughly speaking, this is stated so precisely in order to be able to
induct on N . Comparing with the needed exponents, we are done except in the case where

Cp1/r+1/4r ≤ N ≤ p1/2+1/4r log p,

whereC is some large absolute constant. Namely, the left is because |SM (N) ≤ N , and the right is because
|SM (N)| ≤ 6

√
p log p by Theorem 3.22. For example, we may assume that N < p.

Now, the idea is to shift the sum SM (N) by some 0 ≤ h < N . This yields

SM (N) =
∑

M≤n≤M+N

χp(n+ h) + 2θE(h),

where |θ| ≤ 1 andE(h) = Ch1−1/rp(r+1)/(4r2)(log p)1/r. In particular, theE(h) is covering the small overlaps
from M + 1 to M + h and from M +N + 1 to M +N + h.

To optimize our shifting, we will take h = ab for a ∈ [1, A] and b ∈ [1, B], where H := AB is less than N .
As such, doing all shifts at once, we see

SM (N) =
1

H

∑
1≤a≤A
1≤b≤B

∑
M<n≤M+N

χ(n+ ab) + 2θE(H).

To force this to behave (arithmetic progressions are hard!), we see∣∣∣∣∣
B∑
b=1

χp(n+ ab)

∣∣∣∣∣ =

∣∣∣∣∣∣
∑

1≤b≤B

χp
(
a−1n+ b

)∣∣∣∣∣∣ ,
where the point is that we have turned this sum into a sum of some consecutive χps. As such, we may re-
index everything as follows: we see

|SM (N)| ≤ 1

H
· V + 2E(H),
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where

V =

p−1∑
x=0

(
v(x)

∣∣∣∣∣
B∑
b=1

χ(x+ b)

∣∣∣∣∣
)
,

where v(x) is the number of ordered pairs (a, n) such that a ∈ [1, A] and n ∈ (M,M + N ] and a−1n ≡ x
(mod p). Note that a−1 (mod p) makes sense because A ≤ H ≤ N < p. Roughly speaking, we are doing
better now because v(x) has somewhat controlled moments. For example, we see

V1 :=

p−1∑
x=0

v(x) ≤ AN,

and

V2 :=

p−1∑
x=0

v(x)2

is also relatively small, as we will shortly see. In particular, we have the following upper bound.

Lemma 3.81. Fix everything as above. Then V2 ≤ 8AN(AN/p+ log(3A)).

Proof. We count. Note that we can write

V2 = #{(a1, a2, n1, n2) : 1 ≤ a1, a2 ≤ A,M ≤ n1, n2 ≤M +N, a1n2 ≡ a2n1 (mod p)},

where the x has disappeared because V2 is a sum over all possible values of x. We now fix a few parameters
to determine the other ones. For example, we will fix a1 and a2 and k := (a1n2−a2n1)/p and then determine
how many possible n1 and n2 fit these constraints; i.e., we want the number of ordered pairs (n1, n2) such
that

a1n2 − a2n1 = kp.

Notably, this is bounded above by 2N gcd(a1, a2)/max{a1, a2}: namely, n1 lives in an interval of length N
(without loss of generality, take a1 ≥ a2), and two solutions n2 for the single n1 must be the same modulo
gcd(a1, a2). Thus, we see

V2 ≤ 2N
∑

1≤a1,a2≤A

gcd(a1, a2)

max{a1, a2}

(
2AN

gcd(a1, a2)p
+ 1

)
.

Namely, we are counting the number of possible k here: certainly this di�erence is less than AN in mag-
nitude, but if gcd(a1, a2) > 1, then the di�erences will have this divisibility condition as well. So we are
counting the number of k in some interval of length 2AN with modularity conditions modulo p gcd(a1, a2),
which provides the bound.

The remaining computation is relatively straightforward. The left term is

2(AN)2

p

∑
1≤a1,a2≤A

1

max{a1, a2}
,

and the sum here is a constant. The right term here is

2N
∑

1≤a1,a2≤A

gcd(a1, a2)

max{a1, a2}
,

so one can sum over divisors to finish. In particular, with gcd(a1, a2) = d, then we achieve at most 4NA/d
from this sum, but summing over all possibledgrants a logA term. The bounding is annoying, but apparently
it can be done. �
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Further, we may set

Wr :=

p−1∑
x=0

∣∣∣∣∣
B∑
b=1

χp(x+ b)

∣∣∣∣∣
2r

≤ (2rB)rp+ 2rB2r√p

by Lemma 3.79, so Hölder’s inequality yields

V ≤ V 1−1/r
1 V

1/2r
2 W 1/2r.

As a technical choice, we assume that p is su�ciently large, which we may do by adjusting the constant C
appropriately. Now, we set B :=

⌊
rp1/(2r)

⌋
so that W < (4r)2rp3/2 for p large enough; this allows us to set

A :=
⌊
N/
(
9rp1/(2r)

)⌋
so that AB < N (but is only o� by some constant factor). From here, one computes

AN ≤ N2

9rp1/(2r)
≤ p(log p)2.

From the previous lemma, one sees V2 ≤ AN(4 log p)2, and in total we see

V ≤ V 1−1/r
1 V

1/(2r)
2 W 1/(2r)

≤ (AN)1−1/r
(
AN · (4 log p)2

)1/(2r) · ((4r)2rp3/2
)1/(2r)

≤ (AN)1−1/(2r) · 4r ·
(

4 log p · p3/4
)1/r

≤ 2N2−1/r
(
p(r+1)/(2r) log p

)1/r

.

Now, we note H = AB ≤ 2N/9 by construction of A and B, and we can also see that H ≥ N/10 by some
computation, so the result follows. �

Remark 3.82. To see how this implies Theorem 3.72, the point is that N > p1/4+δ will give N1−1/r ·
p(r+1)/(4r2) relatively small. In particular, p(r+1)/(4r2) is about p1/(4r), so we want N to be at least p1/4

plus perhaps some small thing.

3.10 March 3
We began class by finishing the proof of Siegel’s theorem. I have edited directly into those notes for com-
pleteness.

3.10.1 The Prime Number Theorem in Arithmetic Progressions
We are now ready to prove the Prime number theorem in arithmetic progressions. The point here is to input
our zero-free region (improved by Siegel’s theorem) into our Prime number theorem machine to get out a
prime number theorem for arithmetic progressions.

Definition 3.83. Fix coprime integers a and q. Then we define

ψ(x; q, a) :=
∑
n<x

n≡a (mod q)

Λ(n).

Let’s be more explicit about our zero-free regions. Fix a primitive Dirichlet character χ (mod q).
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• For some constant c > 0, we know that L(s, χ) has no zeroes in the region{
s : Re s > 1− c

log(q(|t|+ 2))

}
except for possibly a real zero if χ is a real character.

• In the event that χ is a real character, then each ε > 0 provides an ine�ective constant c(ε) such that
L(s, χ) does not have a zero in the interval (1− c(ε)/qε, 1] for any ε > 0.

These inputs give the following result.

Theorem 3.84 (Siegel–Walfisz). Fix coprime integers a and q, and fix some ε > 0. Then we see

ψ(x; q, a) =
x

ϕ(q)
+Oε

(
x

(log x)1+ε

)
,

where the implied constant is ine�ective.

Remark 3.85. One can improve this result in various ways. For example, averaging over a (mod q) is
the Bombieri–Vinogradov theorem. Under the assumption of the generalized Riemann hypothesis, we
have

ψ(x; q, a) =
x

ϕ(q)
+Oε

(
x1/2+ε

)
,

where the implied constant is e�ective.

For the remainder of the class, we are going to turn towards sieve theory.
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THEME 4

INTRODUCTION TO SIEVE THEORY

4.1 March 6
Let’s begin sieve theory.

4.1.1 Elementary Sieve Theory
Roughly speaking, the idea here is that we have some sequence {an}n∈N of nonnegative real numbers, and
we want to compute the asymptotics of the sum ∑

p≤N

ap

for N large. The reason we call this “sieve theory” is that we are going to remove terms by inclusion–
exclusion. In particular, we are going to assume that we have understanding of the sum in arithmetic pro-
gressions (say, with small arithmetic progressions) and then compute some our sum with some error terms.

Example 4.1. If we let an denote the condition that n− 2 is prime, then∑
p≤N

ap

counts the number of twin prime pairs less than or equal to N .

To set up our sieving, we set the following notation.

Notation 4.2. For real number z, we define

Pz :=
∏
p≤z

p.

The point is that we might instead sieve for ∑
n≤N

gcd(n,Pz)=1

an

for N large. In other words, we are asking for n to not have small prime factors.
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Let’s state a basic sieve, which is the Selberg sieve. Roughly speaking, the idea is to use Möbius inver-
sion to sieve out entries in our sum which have small prime factors. Here is the definition of the Möbius
function.

Definition 4.3 (µ). We define the Möbius function µ : N→ C as

µ(n) :=

{
(−1)k if n = p1 · · · pk where n is squarefree,
0 if n is not squarefree.

Note that µ(1) = (−1)0 = 1.

Remark 4.4. Observe that µ is multiplicative. This is a direct computation.

Remark 4.5. By the Euler product, we see that

1

ζ(s)
=
∏
p

(
1− 1

p−s

)
=
∏
p

( ∞∑
k=0

µ
(
pk
)

pks

)
=

∞∑
n=1

µ(n)

ns
.

As such, using the Dirichlet convolution, we see that

∑
d|n,d|Pz

µ(d) =

{
1 if gcd(n, Pz) = 1,

0 if gcd(n, Pz) > 1.

This is the Möbius inversion formula.

Proposition 4.6 (Selberg sieve). Fix a sequenceA = {an}Nn=1 of nonnegative real numbers in [0, 1]. Fur-
ther, suppose that we have (large) integers X and D such that we may write∑

n≤N

an = X and
∑

n≡0 (mod d)

g(d)X + r(d,A),

for each squarefree d, where we satisfy the following conditions.

(i) d is squarefree.

(ii) g is multiplicative and 0 ≤ g(p) < 1 for all p.

(iii) The sum
∑
d≤D |r(d)| is relatively small.

Then we define S(A, Pz) :=
∑
n≤N,gcd(n,Pz)=1 an. Then

S(A, Pz) ≤
X

J
+
∑
d≤D

τ3(d)|r(d,A)|,

where J is some e�ective constant, and τ3(d) = #{(a, b, c) : abc = d}.

Remark 4.7. It is true that τ3(d) �ε d
ε for any ε > 0. This is a combinatorial result, which we will not

show explicitly here.
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Remark 4.8. One expects that J ≈ V (z) :=
∏
p≤z(1 − g(p)). Roughly speaking, this is what we expect

to occur if the primes behave randomly, meaning that there is absolutely no error in our inclusion–
exclusion arguments.

Remark 4.9. In the event that g(p) = 1/p always, one is able to bound (using the proof of the Selberg
sieve)

Remark 4.10. One can use the Brun sieve, which we have not introduced here, to “truncate” the above
sums to produce a lower bound.

Remark 4.11. If we can achieve z >
√
N , then our sum is actually∑

z<p≤N

ap ≤ S(A, Pz).

Thus, we have the basic upper bound of ∑
p≤N

ap ≤ S(A, Pz) + z

because an ≤ 1 always. In fact, if we can achieve z = Nα for small α > 0, then we achieve our upper
bound as needed. However, we do not get good lower bounds from our sieving. Roughly speaking,
z = Nα keeps values of n which have at most 1/α prime factors because the smallest prime permitted
is 2.

Let’s move towards a proof of Proposition 4.6 over time. By Möbius inversion in the form of Remark 4.5, we
may write

S :=
∑
n≤N

gcd(n,Pz)=1

an

=
∑
n≤N

an

( ∑
d|n,d|Pz

µ(d)

)

=
∑
d|Pz

µ(d)

( ∑
n≡0 (mod d)

an

)
.

Now, the idea is that only the terms with d ≤ z should matter, which is why we defined V (z) in that way.
Roughly speaking, the idea is to define real parameters ρ1, . . . , ρd, where d ≤

√
D and ρ1 = 1, and we

examine the sums ∑
n≤N

( ∑
d≤
√
D

d|gcd(n,Pz)

ρd

)2

an,

which we know must be an upper bound for S = S(A, Pz) because ρ2
1 = 1 is our term in the event of

gcd(n, Pz) = 1. The internal sum is a quadratic form in our parameters ρ•, so we will minimize its value
by diagonalizing. For example, we can write

S ≤
∑

d1,d2|Pz

ρd1ρd2
∑

d1,d2|n
n≤N

an =
∑

d1,d2|Pz

ρd1ρd2 (g(lcm(d1, d2))X + r(lcm(d1, d2),A)) ,
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which we hope gives us something to work with. As such, we define

G :=
∑

d1,d2|Pz

ρd1ρd2g(lcm(d1, d2)) and R :=
∑

d1,d2|Pz

r(lcm(d1, d2),A)ρd1ρd2 .

Here, our main term is G, and our remainder term is R. Notably, if we can achieve ρ• ∈ [0, 1] for all ρ•, then
we can immediately bound

R ≤
∑

d1,d2|Pz

|r(lcm(d1, d2),A)| =
∑
d≤D

τ3(d)|r(d,A)|,

where the last inequality simply counts the number of times some r(d,A) might appear in the sum. As such,
the di�culty will arise in bounding the main term G.

4.2 March 8
We continue discussing the Selberg sieve. I’m just going to edit into the previous day’s lecture notes for
continuity.

4.2.1 Bounding the Main Term
Roughly speaking, we are going to work through some Cauchy–Schwarz argument in order to achieve our
lower bound onG. The idea is to viewG as a quadratic form in the ρd• , for which we have tools to optimize.
In particular, we see that pairs (d1, d2) each dividing Pz is equivalent to coprime triples (a, b, c) with product
dividing Pz by setting c := gcd(d1, d2) and a := d1/c and b := d2/c. As such, we see

G =
∑

coprime abc|Pz

g(abc)ρacρbc =
∑
c|P

(
g(c)

∑
coprime ab|(Pz/c)

g(a)g(b)ρacρbc

)
.

We would like to relax the condition that a and b are coprime. For this, we use Möbius inversion to get

G =
∑
c|Pz

(
g(c)

∑
a,b|Pz/c

( ∑
d|gcd(a,b)

µ(d)

)
g(a)g(b)ρacρbc

)
.

Exchanging the order of summation to pull d to the front, we get

G =
∑
c|P

(
g(c)

∑
d|Pz/c

µ(d)g(d)2

( ∑
m|Pz/(cd)

g(m)ρcdm

)2)

by factoring out our square. To make our sum easier to optimize (namely, we would like the coe�cient g(m)
to g(cdm)), we write this as

G =
∑
c|Pz

(
1

g(c)

∑
d|Pz/c

µ(d)

( ∑
m|Pz/(cd)

g(cdm)ρcdm

)2)
.

The internal sum only depends on cd, so we set k := cd and exchange the order of summation to see

G =
∑
k|Pz

(∑
c|k

µ(k/c)

g(c)

)( ∑
m|Pz/k

g(km)ρkm

)2

.

Now, the function k 7→
∑
c|k

µ(k/c)
g(c) is just 1

h
:= 1

g ∗ µ and is therefore multiplicative, so we can factor appro-
priately to see

1

h(k)
=
∑
c|k

µ(k/c)

g(c)
=
∏
p|k

(∑
c|p

µ(p/c) · 1

g(c)

)
=
∏
p|k

(
1

g(p)
− 1

)
.
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Anyway, we go ahead and write

G =
∑
k|Pz

1

h(d)

( ∑
k|m,m|Pz

g(m)ρm

)2

.

We now apply a chance of variables to finish the diagonalization. For d ≤
√
D, we set

yd :=
µ(d)

h(d)

∑
d|m

m squarefree
m≤
√
D

g(m)ρm

so that
G =

∑
d≤
√
D

h(d)y2
d,

where our constraint is given by ρ1 = 1. Notably, we can invert our definition of y• to see

ρ` =
µ(`)

g(`)

∑
`|d

d≤
√
D

h(d)yd,

which we leave as an exercise. Thus, we are optimizing the quadratic form

G =
∑
d≤
√
D

h(d)y2
d

under the constraint that 1 = ρ1 =
∑
d≤
√
D h(d)yd. In particular, by Cauchy–Schwarz, we can minimizeG as

1/J , where

J :=
∑
d≤
√
D

h(d).

However, we see

J =
∑
k|`

∑
d≤
√
D,gcd(d,`)=k

h(d)

=
∑
k|`

h(k)
∑

m≤
√
D/k,gcd(m,`)=1

h(m)

≥

(∑
k|`

h(k)

)( ∑
m≤
√
D/`,gcd(m,`)=1

h(m)

)
= µ(`)ρ`J.

As such, we are able to bound |ρ`| ≤ 1. Notably, our bound onG has now completed the proof of the Selberg
sieve.

4.3 March 10

Today we apply the Selberg sieve in order to count twin primes.
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4.3.1 The Sieve Dimension
We work in the context of the Selberg sieve. Suppose now that βp := pg(p) is actually bounded. Then we
may compute

− log V (z) =
∑
p<z

− log(1− g(p))

=
∑
p<z

g(p) +O(1)

=
∑
p<z

βp
p

+O(1).

In general, we hope that ∑
p<z

βp
p
∼ κ log log z,

roughly because βp ought to be bounded.

Remark 4.12. Let’s justify the above intuition. We claim that∑
p≤z

1

p
= log log z +O(1),

which will be enough by expanding out log V (z), expanding out the Taylor series, and only paying at-
tention to the degree-one terms. Indeed, to see the above equality, one notes that∑

d≤x

Λ(d)
⌊x
d

⌋
=
∑
n≤x

log n = x log x− x+O(log x),

but this left-hand side is about
∑
d≤x

log p
p , so the original equality follows by partial summation.

This κ is called the “sieve dimension.” Anyway, we see thus see that V (z) ∼ (log z)−κ.

Example 4.13. Suppose the sequence an is constant. Then we have g(d) = 1/d always because∑
n≡0 (mod d)

an =
x

d
+O(1),

so we note that κ = 1 because
∑
p≤x

1
p = log log x+O(1).

Example 4.14. Fix some b. Define an to be 1 if n = m2 + b for some m and 0 otherwise. Then for any
p > 2 such that p - b, we have

βp = #
{
x (mod p) : p | x2 + b

}
=

{
2 if

(
−b
p

)
= 1,

0 otherwise.
=

(
−b
p

)
+ 1

Now, by summation by parts, we see that
∑
p≤x

(
−b
p

)
= o(x/ log x), so κ = 1 follows by adding in the

needed 1 to our summing. Algebraic number theory is able to relate this situation to some counting of
prime ideals with specified splitting behavior, which provides some context.
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Remark 4.15. More generally, we might ask for the number of roots of f(x) (mod p) for a fixed irre-
ducible f ∈ Z[x]. One can show that the sieve dimension is still 1 here, but the proof requires the
Chebotarev density theorem.

Example 4.16. We might ask how frequently the function x2 + y2 + 1 is prime. Then one gets∑
x,y≤T,d|f(x,y)

= g(d)X + r,

where one setsX = 4T 2. Now, we define g(p) to be the number of solutions to x2 +y2 +1 ≡ 0 (mod p).
By summing appropriately over the Legendre symbol, we see that g(p) = (1 +O(1/

√
p))/p, so the sieve

dimension is κ = 1 again.

4.3.2 Twin Primes
Here is our goal.

Theorem 4.17. We show ∑
p≤x

p+2 is prime

1� x

(log x)2
.

Proof. Fix some x. Define an to be 1 if n takes the formm(m+ 2) for somem ≤ x and zero otherwise. Then
for any d, we want that ∑

n≡0 (mod d)

an = βd

(x
d

+O(1)
)
,

so we set g(d) := βd/d, and we note that we can make g multiplicative by the Chinese remainder theorem
(we are asking how frequently m(m + 2) is divisible by some fixed d), so we can evaluate at primes to find
g(2) = 1/2 and g(p) = 2/p for p odd by counting the outputs.

Now, we set z :=
√
x. As in the Selberg sieve, we expect for

V (z) =
∏
p<z

(1− g(p)) =
1

2

∏
2<p<z

(
1− 2

p

)
.

We expect V (z)� 1/(log x)2, which we get from taking the exponential of the estimate
∑
p≤z

1
p = log log p

as in our discussion above.
For our proof, take D ≈ X1−ε. One can see without too much pain that |r(d,A)| �ε X

3/2, so our re-
mainder is

|R| �ε X
1−3/4.

It remains to bound our main term, which we will out next class. �

4.4 March 13
Let’s briefly introduce the Brun sieve.

4.4.1 The Brun Sieve
In contrast to the Selberg sieve, the Brun sieve provides a lower bound.
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Theorem 4.18 (Brun sieve). Fix a sequenceA = {an}Nn=1 of nonnegative real numbers in [0, 1]. Further,
suppose that we have (large) integers X and D such that we may write∑

n≤N

an = X and
∑

n≡0 (mod d)

g(d)X + r(d,A),

for each squarefree d, where we satisfy the following conditions.

(i) d is squarefree.

(ii) g is multiplicative and 0 ≤ g(p) < 1 for all p.

Then we can lower-bound S(A, Pz) :=
∑
n≤N,gcd(n,Pz)=1 an.

Idea. We will not prove this rigorously. As before, we note

S(A, Pz) =

N∑
n=1

an

( ∑
d|gcd(n,Pz)

µ(d)

)
,

where the internal sum is an indicator for gcd(n, Pz) = 1. For the Brun sieve, we will optimize real numbers
λ+
d and λ−d for 1 ≤ d ≤ D such that λ+

1 = λ−1 = 1 and∑
d|n

λ−d ≤ 0 ≤
∑
d|n

λ+
d

for each n. The point is that the λ±• behave as a truncated Möbius function.
Assuming the existence of these real numbers, we get some error terms R+ and R− such that

X
∑
d|Pz
d≤D

λ−d g(d)−R− ≤ S(A, Pz) ≤ X
∑
d|Pz
d≤D

λ+
d g(d) +R+,

where
R± :=

∑
d|Pz
d≤D

∣∣λ±d r(d,A)
∣∣ .

We would like these remainder terms to be relatively small.
The point is that the magic goes into choosing the λ±• . Roughly speaking, we will want to choose them to

approximately agree with µ on small values. As such, we choose real parameters ym > 0, and letD+ denote
the set of squarefree positive integers d = q1 · · · qr (with qi < qi+1) such that qm < ym for each odd m, and
we define D− analogously as the set of squarefree positive integers d = q1 · · · qr (with qi < qi+1) such that
qm < qm for m even. We now want to define

λ±d := µ(d)|D±

for each d. To ensure that this is nonzero for enough d, we set our parameters ym by

ym :=

(
D

p1 · · · pm

)1/β

where β ≥ 1. �
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4.4.2 Twin Primes
We now bound the main term of our Selberg sieve.

Theorem 4.19. Fix everything as in the Selberg sieve. Suppose we have an explicit constant κ ∈ N such
that g(p) ≥ κ/p for all but finitely many primes p. Then, letting q denote the product of these finitely
many primes, we have

J ≥
( 1

2 logD)κ

k!Hq

(
1− κ`(q)

1
2 logD

)
,

where Hq and `(q) are e�ective constants depending on q.

Proof. Explicitly, we will show that we may set

Hq =
∏
p|q

(1− g(p))

(
1− 1

p

)−κ
and `(q) =

∑
p|q

g(p) log p.

Define τκ(n) denote the number of κ-tuples of positive integers (a1, . . . , ak) such that a1 · · · aκ = n. (The
point is to be able to rearrange summations with some ease.) Recall that

h(b) :=
∏
p|b

( ∞∑
k=1

g(p)k

)

for squarefree b. As an aside, a direct computation with sticks-and-stones tells us that∑
n≥0

τκ (pn)

pn
=
∑
n≥0

(
κ+n−1
n−1

)
pn

=

(
1− 1

p

)−κ
=

(
ϕ(p)

p

)−κ
. (4.1)

Now, again by definition, we see
J =

∑
squarefree a,b
ab<
√
D

a|q
gcd(b,q)=1

h(a)h(b)

by unwinding the Selberg sieve. As such, we see that we want to find a lower bound for

F (x) :=
∑

squarefre b<x
gcd(b,q)=1

h(b).

Extending g to be completely multiplicative for technical reasons, we can define h(b) in the same way, and
we note that we still have g(b) ≥ τκ(b)/b by checking locally at prime-powers and then multiplying. Notably,
by expanding out the products in h(b), we see

F (x) ≥
∑
b<x

gcd(b,q)=1

g(b),

but our inequality g(b) ≥ τκ(b)/b now grants

F (x) ≥
∑
b<x

gcd(b,q)=1

τκ(b)

b
.

Adding in the remainder terms by multiplying through with (4.1), we see that actually

F (x) ≥
(
ϕ(q)

q

)κ∑
b<x

τκ(b)

b
,
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so upon expanding out τκ and using the integral bound for a sum, we see that

F (x) ≥
(
ϕ(q)

q

)κ ∫
x1···xk<x
x1,...,xk≥1

dx1 · · · dxκ
x1 · · ·xκ

=

(
ϕ(q)

q

)κ
· 1

κ!
(log x)κ,

where we have omitted the computation of the integral. In total, we conclude

J ≥ 1

k!

∑
squarefree a<

√
D

a|q

h(a)

(
ϕ(q)

q
log

(√
D

a

))κ
.

However, we can lower-bound (1− y)κ ≥ 1− κy, which turns this bound into

J ≥ 1

k!

(
ϕ(q)

q
log
√
D

)κ ∑
squarefree a|q

h(a)

(
1− κ · log a

log
√
D

)
.

We are essentially done at this point, but we will massage this a little to make it prettier. For example,
observe

j(q) :=
∑
a|q

h(a) =
∏
p|q

(1 + h(p)) =
∏
p|q

1

1− g(p)
.

As such, we see

∑
a|q

h(a) log a =
∑
a|q

(
h(a)

∑
p|a

log p

)

=
∑
p|q

(
log p

∑
b|q/p

h(bp)

)

=
∑
p|q

(
log p · g(p)

1− g(p)

∏
p′|q/p

1

1− g(p)

)
= j(q)`(q). �

Remark 4.20. For twin primes, we take k = q = 2 in Theorem 4.19, which shows that our J has a
suitable upper bound for our result. In particular, we get J � (logX)2, which is essentially what we
want.

4.5 March 15
We began class by finishing the proof from last class. I have directly edited into those notes for continuity
reasons.

4.5.1 More Counting by Geometry
As usual, fix a polynomial F ∈ Z[x, y]. Roughly speaking, we are interested in the number of solutions to
F (x, y) (mod p) as a prime p varies. For analytic number theory, we care because these sorts of local factors
appear when sieving or applying the circle method.

Example 4.21. Take F (x, y) := xn + yn − a. Then one can show that NF (p) = p + O
(
n2√p

)
. The

corresponding character sums here as x varies turns into a Gauss sum computation, which we do know
how to bound already.
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Remark 4.22. If F is irreducible, then the Weil conjecture grants

NF (p) = p+O(g
√
p),

where g is the genus of the corresponding Riemann surface cut out byF . However, this is quite di�cult
to prove.

Here is the result that we will show.

Theorem 4.23. Fix an irreducible polynomial f ∈ Z[x] of degree 3 or 4, and define F (x, y) := y2 − f(x).
Then

NF (p)− p� p2/3.

Here, the implied constant is independent of f .

Proof in degree 4. Set N := NF (p) for brevity. The idea is to average over a lot of fs and compute some
moments. By looping over all x and y, we see that∑

t∈Fp

∑
x,y∈Fp

e

(
tF (x, y)

p

)
= pNF (p),

where the point is that the summation over t cause the sums to vanish wheneverF (x, y) = 0. Now, removing
the contribution at t = 0, we see

p−1∑
t=1

∑
x,y∈Fp

e

(
tF (x, y)

p

)
= p(N − p).

Now, going to the moment at r := 6, so we note we can fully expand everything out as

pr(N − p)r =

p−1∑
t1,...,tr=1

p−1∑
x1,...,xr=0
y1,...,yr=0

e

(
1

p

r∑
k=1

tkF (xk, yk)

)
.

In order to smooth over some issues, we will work over a family of fs given by

Fa(x, y) = y2 − a1x
4 − a2x

3 − a3x
2 − a4x− a5

where the coe�cients fully vary over F5
p. As such, summing over all a ∈ F5

p, we will see that we cancel
everything out (namely, fix x and y and t, letting a vary) unless t1xd + · · · + t6x

d = 0 for d ∈ {0, 1, 2, 3, 4}
already. Call the set of (x, t) satisfying this system to be S.

Now, summing over y where (x, t) ∈ S, we see our contribution over y is∣∣∣∣∣p5
6∏
s=1

p−1∑
ys=0

e

(
tsy

2
s

p

)∣∣∣∣∣ ≤ p8

by factoring everything appropriately. Thus, we see that∑
a∈F5

p

p6(NFa − p)6 ≤Mp8,

where M is the number of solutions (x, t) ∈ S.
The game, now, is to bound M . For example, if the x• are all distinct, then a computation of the Van-

dermonde determinant tells us that the only possible solution is t1 = · · · = t6 = 0; this gives about p7 total
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solutions. If some of x• are the same, then one can compute what happens in our degenerate cases, but
they only contribute O

(
p6
)

solutions total,1 so this term does not matter. In total, we get∑
a∈F5

p

(Na − p)6 ≤ p9 +O
(
p8
)

in total.
We now examine the a ∈ F5

p more closely. Notably, we don’t actually care about all a ∈ F5
p because we

require Fa to be irreducible for our argument. Let B ⊆ F5
p be the set of the “worst” a ∈ F5

p where Fa fails to
be irreducible. In particular, we take the following cases for fa := a1x

4 + · · ·+ a5x
0.

• We might have fa = r
(
x2 + ex+ f

)2 for r a quadratic residue andE,F ∈ Fp. Here,NFa−p = p+O(1)

by taking the square root directly. The number of solutions a here is given by p3/2 +O
(
p2
)

.

• We might have fa = n
(
x2 + ex+ f

)2, where n is a non-quadratic residue, and E,F ∈ Fp. Here,
NFa − p = −p+O(1), and the total number of a is the same.

Totaling the above contributions, we see that these “worst” as in fact total to p9 in contribution, so we see∑
a/∈B

(Na − p)6 = O
(
p8
)
.

To complete the argument, we require one more idea: some a /∈ B are essentially the same curve Fa, up to
a fractional linear transformation, which will in particular not change the number of our points. Explicitly,
our fractional linear transformation is given by[

a b
c d

]
x =

ax+ b

cx+ d
and

[
a b
c d

]
y =

y

(cx+ d)2
.

Notably, hitting a curve with such a transformation by an element γ ∈ GL2(Fp), the number of points on
the projective plane curve will not change, so the number of points in Na will only change by O(1). One can
also compute directly that each a ∈ F5

p gets transformed to at least� p4 di�erent a′ ∈ F5
p.2 Looking at a

particular class of p4 di�erent a ∈ F5
p, we see that particular a ∈ F5

p cannot have Na − p exceeding O
(
p2/3

)
.

This completes the proof. �

4.6 March 17
We began class discussing Theorem 4.23.

4.6.1 Introducing the Circle Method
Roughly speaking, the idea is that ∫

[0,1]k

n∑
j=1

e (nj · α) dα = #{j : nj = 0}

by a direct integration. As an example, if we want to count the number of ways to write someN as the sum
of ten cubes, we can use the function

e(−Nα)

(
p∑

n=1

e
(
n3α

))10

.

1 Roughly speaking, if some x• are equal, then the “Lagrange interpolation problem” we are solving for the t• has more degrees of
freedom, in particular p more degrees of freedom. Nonetheless, we will dominate the main term.

2 Rigorously, one can see that the action of GL2(Fp) on the space of degree-4 polynomials provides a symmetric action on the roots
most of the time. The fact that our action is symmetric and hence essentially transitive will do the trick.
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Now, these exponential sums can be studied separately, which allows us to bound the integral. In particular,
the sum is large essentially only when we are close to rational numbers with reasonably small denominator;
these are the major arcs. Then we call everything else a minor arc. Analyzing our integral on the major and
minor arcs separately is occasionally able to produce novel bounds. This is the circle method.

Remark 4.24. The above function suggests that the circle method will have applications in additive
number theory, which is indeed the case. By trying harder, one can achieve results in multiplicative
number theory as well. (Our main application will be Vinogradov’s three primes theorem.)

Historically, the circle method was introduced to study partitions.

Definition 4.25 (partition). Given a positive integer n, we let p(n) denote the number of partitions of n,
where a partition is a summation

n = λ1 + · · ·+ λk

where the order here does not matter.

From the definition, an analysis of the generating function tells us that
∞∑
n=0

p(n)xn =

∞∏
k=1

(
1 + xk + x2k + x3k + · · ·

)
=

∞∏
k=1

1

1− xk
,

where the choice of factor in the kth summation factor communicates the number of terms in our partition
equal to k. Indeed, Hardy and Littlewood showed

p(n) ∼ 1

4n
√

3
exp

(
π

√
2n

3

)
.

4.7 March 20
Either today or tomorrow we will receive an email with our preference for a project.

4.7.1 Partitions via the Circle Method
Let’s sketch the following results.

Theorem 4.26 (Hardy–Ramanujan). Let p(n) be the number of partitions of n. Then

p(n) ∼ 1

4n
√

3
exp

(
π

√
2n

3

)
.

Sketch. Let η : H→ C denote the function

η(z) := e2πiz/24
∞∏
n=1

(
1− e2πinz

)
.

Notably, we see

η(z)24 = ∆(z) := q

∞∏
n=1

(1− qn)
24
,

where q := e2πiz, and ∆ is a modular form. In particular, we can compute

η(z + 1) = e2πi/24η(z) and η(−1/z) =
√
−izη(z),
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so η is a modular form of weight 1/2 and some level. (This second equality is a bit nontrivial.) Roughly
speaking, we would like to integrate the contour from−∞ to−1/2− iy to 1/2 + iy to∞. By integrating over
our product, we see

p(n) =

∫ i(y+1)

iy

e2πiz

η(z)
· e−2πinz dz.

The idea is to send y → 0+. Namely, by the modularity condition, one sees that |η(z)|2(Im z) is invariant
under the action of SL2(Z), so η(z) is forced to explode as y → 0+. Being explicit, we set y := 1/n for
n→∞, and one can track through the action by SL2(Z) to see that the “main” contribution into the integral
over the aforementioned contour arises from rational a/q with small denominators; this is due to the pole
of 1/η. �

Remark 4.27. One does not really need modularity to track through the circle method, even though it
is fairly important in the above discussion. This is called the Hardy–Littlewood circle method.

4.7.2 Overview of the Circle Method
For the Hardy–Littlewood circle method, we are interested in nontrivial solutions to a Diophantine equation

f(x1, . . . , xn) = 0

where f is homogeneous of degree t. Roughly speaking, as long as n is large enough, the circle method
will provide us with nontrivial solutions; in fact, when the circle method works, it is also able to track “local
obstructions” to solutions: if (for example) it is di�cult to obtain nontrivial solutions (mod p) for some prime
p, then this will be visible in the result.

Now, set
Nf (T ) := # {(x1, . . . , xn) ∈ (Z ∩ [−T, T ])n : f(x1, . . . , xn) = 0} ,

and we can exchange the sum and the integral to see that

Nf (T ) =

∫ 1

0

ST (α) dα where ST (α) :=
∑

−T≤x1,...,xn≤T

e(αf(x1, . . . , xn)).

To be more rigorous about our previous remark, the circle method (if it succeeds) will be able to show that
Nf (T ) ∼ cTn−t, where c is some constant sensitive to local obstructions. For example, one can upper-
bound |ST (α)| ≤ ST (0) absolutely, and ST (0) ∼ (2T )n. To see local obstructions, we track α = a/q where
gcd(a, q) = 1 to see

ST (a/q) =
∑

−T≤x1,...,xn≤T

e

(
a

q
f(x1, . . . , xn)

)
=

∑
y∈(Z/qZ)n

(
e

(
a

q
f(y)

) ∑
−T≤x1,...,xn≤T
x≡y (mod q)

1

)
.

The rightmost sum is approximately (2T/q)n, and then the left sum approximately picks up on some local
density of solving f (mod q). Thus, we hope we can integrate ST (α) in two phases.

• Major arcs: for α = a/q with small denominators, we compute some local densities. Tracking through
error terms also lets us estimate ST (α) close by these rationals.

• Minor arcs: elsewhere (away from these rationals), we expect large cancellation to occur. Hopefully,
we are able to run some computation to bound these terms.

Let’s be more explicit. Fix some large T , and we will work with q ≤ T β for small β. For some γ ≈ 1, we work
with Q := T γ . We now define the “major arc”

M(a, q) :=

{
α ∈ [0, 1] :

∣∣∣∣α− a

q

∣∣∣∣ < 1

Q

}
,
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and we let M denote the union of the major arcs. Then the complement m := [0, 1]\M consists of the minor
arcs. In total, we see

Nf (T ) =

∫
M

ST (α) dα+

∫
m

ST (α) dα,

and if the circle method works, then we have

Nf (T ) ∼
∫
M

ST (α) dα

as T →∞; a little work can show that this should evaluate as

Nf (T ) ∼ µ∞(T )
∏

p prime

δp,

where µ∞ is the archimedean volume cut out by f(x1, . . . , xn) = 0 in the box [−T, T ]n, and δp arises as a
density of solutions f(x1, . . . , xn) in Zp. For example, if there is a local obstruction (i.e., no solutions in some
Zp or R), then we will of course expect no solutions to appear.

Here is an example of the power present here.

Theorem 4.28 (Heath–Brown). Fix a homogeneous nonsingular cubic polynomial f(x1, . . . , x10). Then
f(x) = 0 has infinitely many solutions (x1, . . . , x10) where gcd(x1, . . . , x10).

Remark 4.29. In nine variables, it is possible to have local obstructions making the above theorem false.

4.7.3 Beginning Vinogradov’s Theorem
The idea here is to use the circle method and apply “diagonality.” In particular, we define

S(α) =
∑
x≤N

Λ(x)e(αx)

where α ∈ [0, 1]. One can now show that∫ 1

0

S(α)3e(−Nα) dα =
∑

x1+x2+x3=N

Λ(x1)Λ(x2)Λ(x3),

so we see that the name of the game here is to show that the integral will be nonzero.

4.8 March 22
We continue discussing Vinogradov’s theorem. We hope to make good progress discussing the main term.

4.8.1 Major Arcs
Our end goal of is to show that ∫ 1

0

S(α)e(−Nα) dα ∼ c(N)N2,

where c(N) is some collection of local densities; in particular, we will be able to bound it from above and
below (by positive constants) for N odd.

Now, to define our major arcs, we choose some large B > 0 and set P := (logN)B (to upper-bound
our denominators) and Q := N/(logN)B (to quantify the allowed error). In particular, for q ≤ P and a with
gcd(a, q) = 1, we define

M(a, q) :=

{
α :

∣∣∣∣α− a

q

∣∣∣∣ < 1

Q

}
.
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Notably, forN large enough, all these majors are disjoint. Indeed, the pointP is quite small in comparison to
our errorQ, so noting that the distance between two rationals a

q and a′

q′ is bounded above by 1
qq′ >

1
P 2 � 1

N

does the trick. As such, we may write

M :=
⊔

1≤a<q≤P
gcd(a,q)=1

M(a, q) and m := [0, 1] \M.

For now, the goal is to bound
∫
M
S(α)3e(−Nα) dα and

∫
m
S(α)3e(−Nα) dα. Note that, for N large enough,

M(a, q) ⊆ [0, 1] for 1 ≤ a < q because q ≤ P � Q.

Remark 4.30. For minor arcs, we will have∣∣∣∣∫
m

S(α)e(−Nα) dα

∣∣∣∣ ≤ ∫
m

|S(α)|3 dα ≤ sup
α∈m
|S(α)| ·

∫ 1

0

|S(α)|2 dα.

Now, one can use some moment methods in order to bound the rightmost integral. Vinogradov’s main
contribution was to figure out how to bound the L∞-norm term supα∈m |S(α)|. (In particular, Vino-
gradov obtained a log saving here, which was good enough.)

Let’s focus on the major arcs for now. Here, living in some M(a, q), any α ∈M(a, q) can set β := α− a/q so
that |β| < 1/Q. Writing this out, we have

S(α) =
∑
x≤N

Λ(x)e

(
a

q
x

)
e(βx).

The plan is to study
∑
x≤y Λ(x)e

(
a
qx
)

via the Prime number theorem for arithmetic progressions and then
apply summation by parts to appropriately bound S(α). In particular, we are going to use Siegel’s theorem
to select our B in our bounding.

Well, we recall that, for any q and b, we have

1

ϕ(q)

∑
χ (mod q)

τ(χ)χ(b) =

{
e(b/q) if gcd(b, q) = 1,

0 else,

by the orthogonality relations. Thus,∑
gcd(x,q)
x≤N

e(αx)Λ(x) =
1

ϕ(q)

∑
gcd(x,q)
x≤N

∑
χ (mod q)

τ(χ)χ(x)χ(a)Λ(x)e(βx).

Now, we do have a good understanding of

ψ(y, χ) =
∑
x≤y

χ(x)Λ(x)

by Siegel’s theorem. By adding in values of x with gcd(x, q) > 1, we see

S(α) =
1

ϕ(q)

∑
χ (mod q)

(
τ(χ)χ(a)

∑
k≤N

χ(k)Λ(k)e(βk)︸ ︷︷ ︸
Σ(χ):=

)
+O

(
(logN)2

)
.

By summation by parts, this inner sum is

Σ(χ) = e(Nβ)ψ(N,χ)− 2πiβ

∫ N

1

e(uβ)ψ(u, χ) du,
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where the point is that β being small allows us to treat the right term as an error term. Now, if χ 6= χ0, we
can thus bound

|Σ(χ)| �B (1 + |β|N)Ne−c
√

logN ,

where c is some constant. Otherwise, in the case where χ = χ0, one has to deal with ψ(u, χ) as no longer
being negligible, so we need to deal with it when summing for our main contribution. As such, this is a little
tricky. Set

T (β) :=

n∑
k=1

e(kβ).

Then summation by parts yields

T (β) = e(Nβ)N − 2πiβ

∫ N

1

e(uβ) buc du,

which is comparable to Σ(χ0) by Siegel’s theorem. To be explicit, we set R(u) := ψ(u, χ0)− buc, so we see

Σ(χ) = T (β) + e(Nβ)R(N)− 2πiβ

∫ N

1

e(uβ)R(u) du = T (β) +OB

(
1 + |β|Ne−c

√
logN

)
.

We now note that τ(χ0) = µ(q) by direct expansion, so we achieve

S(α) =
µ(q)

ϕ(q)
T (β) +OB

(
Ne−c

√
logN

)
,

where the point is that all the non-principal characters have gone into the error term. Cubing, we find

S(α)3e(−Nα) =
µ(q)3

ϕ(q)3
e

(
−N · a

q

)
· T (β)3e(−Nβ) +O

(
N3e−c

√
logN

)
,

where the point is that |T (β)| � N , allowing us to move cross terms into the error term. As such, we may
integrate∫
M(a,q)

S(α)3e(−Nα) dα =

(∫ 1/a

−1/a

T (β)3e(−Nβ) dβ

)( ∑
q≤P

gcd(a,q)=1

µ(q)3

ϕ(q)3
e

(
−N · a

q

))
+OB

(
N2e−c

√
logN

)
.

Notably, it remains to discuss how to bound T (β), which we will focus on next class.

4.9 March 24
We continue discussing the Hardy–Littlewood circle method.

4.9.1 Singular Things
Last class we showed that we have the contribution∫

M(a,q)

S(α)3e(−Nα) dα =

(∫ 1/Q

−1/Q

T (β)3e(−Nβ) dβ

)( ∑
1≤a<q≤p
gcd(a,q)=1

(
µ(q)

ϕ(q)3

)
e

(
−N a

q

))
.

Our goal for now is to compute the “singular integral”∫ 1/Q

−1/Q

T (β)3e(−Nβ) dβ.

118



4.9. MARCH 24 191: ANALYTIC NUMBER THEORY

Roughly speaking, the intuition is that these singular integrals are supposed to give rise to the archimedean
factor in our major-arc contribution, which is a bit surprising because we are only looking at such a small
interval. Well, we note that∫ 1

0

T (β)3e(−Nβ) dβ =
1

2
(N − 1)(N − 2) =

1

2
N2 +O(N)

by the definition of T as some geometric series which mostly vanishes. As such, we go compute∫ 1−1/Q

1/Q

T (β)3e(−Nβ) dβ �
∫
x>1/Q

x−3 dx� Q2 = N2(logN)−2β ,

where we have again used the definition of T in the second inequality. Thus, our singular integral is approx-
imately ∫ 1/Q

−1/Q

T (β)3e(−Nβ) dβ =
1

2
N2 +O

(
N2(logN)−2β

)
∼ 1

2
N2,

which is indeed our archimedean density.
It remains to sum over the other major arcs to get the rest of our density contribution. This is our “singular

series” ∑
1≤a<q≤p
gcd(a,q)=1

(
µ(q)

ϕ(q)3

)
e

(
−N a

q

)
.

To agree with the literature, we will be interested in evaluating

Cq(n) :=
∑

gcd(a,q)=1

e

(
−a
q
n

)
.

Notably, without the constraint gcd(a, q) = 1, we can just use the Chinese remainder theorem to easily
compute this sum; to add in this condition, we must sieve via Möbius inversion. As such, we observe

q∑
n=1

e

(
−a
q
n

)
=
∑
d|q

q∑
a=1

gcd(a,q)=1

e

(
−a
q
n

)
=
∑
d|q

cd(n).

However, the left-hand side vanishes when q - n and is q when q | n, so Möbius inversion yields

cq(n) =
∑
d|q,n

dµ(q/d).

Namely, we morally should have d | q over all divisors d here, but when d - n, the contribution in the sum
vanishes by our previous computation of the Möbius inversion; thus, we only pay attention to the terms with
d | n which yield d in the summation. We can check by hand that Cq(n) is multiplicative in q (with n fixed),
which now lets us fully compute Cq(n). We can now compute

Cpβ (n) =


ϕ
(
pβ
)

if β ≤ νp(n),

−pα if β = α+ 1,

0 else.

Now, in our application, we really only care about the cases where q is semiprime (because we have a µ(q)
term in our summation). Anyway, one can show that

cq(n) =
µ(q/(n, q))ϕ(q)

ϕ(q/(n, q))
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by checking on prime powers and extending multiplicatively. Thus, we bound ϕ(q) �ε q
1−ε for any ε > 0,

so our summation is small enough in the sense∣∣∣∣∣∑
a>p

µ(q)

ϕ(q)3
Cq(N)

∣∣∣∣∣ ≤∑
q>p

ϕ(q)−2 � (logN)−B/2

by using the bound that we just achieved. Thus, our summation converges.
We are now ready to compute our infinite sum as

S(N) :=

∞∑
q−1

µ(q)

ϕ(q)2
Cq(N) =

∏
p

(
1− Cp(N)

(p− 1)3

)
=
∏
p|N

(
1− 1

(p− 1)2

)∏
p-N

(
1 +

1

(p− 1)3

)

by factoring the infinite geometric series in the usual way. As such, we morally expect S(N)

4.10 April 3
Today we bound the minor arcs. We are dealing with powers of logs, so it’s going to be a little technical
today.

4.10.1 How to Bound Minor Arcs
We are going to apply Vinogradov’s bilinear form method. Roughly speaking, we have

S(α) ≈
∑
p≤N

(log p)e(αp),

and we want cancellations to occur for α away from rationals with small denominator. More generally, we
might be interested in bounding a summation of the form∑

p≤N

f(p) log p.

This will be done in two steps.

• Type I sums: for fixedd, we bound sums which look like∑
n≤N
d|n

f(n).

• Type II sums: for d1, d2 ≈ Nβ , we bound the bilinear sums∑
n≤N

f(nd1)f(nd2).

These then combine to yield the desired summation. Here is the result we will build towards.

Theorem 4.31 (Vinogradov). Suppose α ∈ R has |α− a/q| < 1/q2 with gcd(a, q) = 1. Then

|S(α)| �
(
Nq−1/2 +N4/5 +N1/2q1/2

)
(logN)4.

(The implied constant is absolute.)
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Remark 4.32. This is our “pointwise bound” in our minor arcs. Momentarily, we will show that this
pointwise bound manages to glue together to show the minor arcs give small contribution.

Roughly speaking, this will provide a good bound on our minor arcs. For example, for α = 1/4, we don’t get
very much (it turns out to be worse than the trivial bound on S). However, for α irrational or rational with
large denominator, we will get something more substantial. For example, α =

√
2 is able to achieve

|S(α)| � N4/5(logN)4.

The point is that each N has some q ≈ N1/2 such that |α − a/q| < 1/q2 for some integer a. Explicitly, one
should use the continued fraction expansion of

√
2 in order to achieve this bound.

Thus, we see that we are moving towards a Diophantine approximation problem to apply Theorem 4.31.
Notably, we are interested in α which are not in the major arcs; namely, α ∈M(a, q) means that∣∣∣∣α− a

q

∣∣∣∣ < 1

Q

with q ≤ P = (logN)B and Q = N/(logN)B . However, by Dirichlet’s approximation theorem (in Diophan-
tine approximation), we can still find some a/q such that∣∣∣∣α− a

q

∣∣∣∣ < 1

qQ
.

(This is essentially a Pigeonhole principle argument: consider integer multiples 0, α, . . . , Qα and choose the
smallest distance once considered (mod 1).) Notably, we have q > P because α is not in a major arc, so we
achieve

|S(α)| �
(
NP−1/2 +N4/5 +N1/2Q1/2

)
(logN)4 � N(logN)4−B/2,

so we have successfully saved our log terms. Thus, we see that∣∣∣∣∫
m

S(α)3e(−Nα) dα

∣∣∣∣ ≤ sup
α∈m
|S(α)|

∫
[0,1]

|S(α)|2 dα� N(logN)4−B/2
∑
k≤N

Λ(k)2 ≤ N2(logN)5−B/2.

Taking B = 2A+ 10 achieves≤ N2(logN)−A, so we achieve∫ 1

0

S(α)3e(−Nα) dα =
1

2
S(N)N2 +O

(
N2(logN)−A

)
,

which will finish the proof.

4.10.2 Sieving in Minor Arcs: Type I
We now move towards proving Theorem 4.31. This is going to be done via sieving; here is the relevant
result.

Theorem 4.33 (Vinogradov’s sieve). Fix U, V,N ≥ 2 with UV ≤ N . Then∣∣∣∣∣∣
∑
n≤N

f(n)Λ(n)

∣∣∣∣∣∣� 1 + (logN)
∑
t≤UV

max
w

∣∣∣∣∣∣
∑

w≤r≤N/t

f(rt)

∣∣∣∣∣∣
+N1/2(logN)3 max

U≤M≤N/V
V≤j≤N/M

∑
V≤k≤N/M

∣∣∣∣∣ ∑
M≤m≤2M
m≤N/k,N/j

f(mk)f(mj)

∣∣∣∣∣
1/2

.

Here, im f ⊆ [−1, 1].
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Roughly speaking, the point is that we are turning a summation on primes into sums on arithmetic progres-
sions in the form of Type I and Type II described above. We will prove Theorem 4.33 later; for now, we will
explain how to apply it.

The point is that the sums of the form Type I and Type II are just geometric series, so we can somewhat
easily bound them. Explicitly, we have f(x) := e(αx), so we have the following result.

Lemma 4.34. Fix N1 < N2. Then∣∣∣∣∣∣
∑

N1≤n≤N2

e(αn)

∣∣∣∣∣∣� min{N2 −N1, 1/bxe},

where bαe is the distance between α and the nearest integer.

Proof. TheN2−N1 bound arises from the triangle inequality. The other bound arises from bounding this by
summing the geometric series; we get something like� e(−α)− 1 which produces the bound after noting
e(−α)− 1 ≈ −α− 1. �

Thus, for the Type I sums, we see that

∑
t≤UV

max
w

∣∣∣∣∣∣
∑

w≤r≤N/t

f(rt)

∣∣∣∣∣∣ ≤
∑
t≤UV

min

{
N

t
,

1

bαtc

}
,

which we now work towards upper-bounding. One could just take the N/t only, but this will be a little
problematic. The trick is to take some string of consecutive integers t ∈ {hq + 1, hq + 2, . . . , hq + q} as h
varies.

We now bound our right-hand side. Find a rational approximation a/q ofα so that |α−a/q| < 1/q2. Then
set t := hq + r for 0 ≤ r < q − 1; this yields

αt = αhq +
a

q
r + βr,

where β := |α − a/q| < 1/q2. The point is that a
q r cycles through {0/q, 1/q, . . . , (q − 1)/q}, so αt will cycle

around the circle by this αhq as h varies. Thus, for h ≥ 1, we can upper-bound∑
1≤r≤q

min

{
N

hq + r
,

1

bα(hq + r)e

}
� N

hq
+ 2

(
q +

q

2
+ · · ·+ q

q/2

)
.

Namely, there is only value of r where a
q r is too close to 0 (where we choose to use N/(hq) as our bound),

and for the other values of r we have a
q r close to one of the other rationals in {0/q, . . . , (q − 1)/q}, which

gives the other terms. Anyway, we can upper-bound this as∑
1≤r≤q

min

{
N

hq + r
,

1

bα(hq + r)e

}
� N

hq
+ q log q,

which is small enough for our purposes. (For h = 0, essentially the same argument works, but one has to
pay a little more attention to theN/(hq+ r) term, though one still does achieveO(N/q+ q log q).) Summing
over all h ≥ 0, we achieve ∑

t≤UV

min

{
N

t
,

1

bαte

}
�
(
N

q
+ UV + q

)
log(2qUV ).

Namely, roughly speaking we are summing over h ≤ T/q. The extra +q in the summation is occurring just
in case our summation is “too short.” In total, we can estimate our Type I contribution is given by

(logN)
∑
t≤UV

max
w

∣∣∣∣∣∣
∑

w≤r≤N/t

e(αrt)

∣∣∣∣∣∣�
(
N

q
+ UV + q

)
(log 2qN)2.
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4.11 April 5
We began class in the middle of an argument; I have edited directly into those notes for continuity.

4.11.1 Sieving in Minor Arcs: Type II
One can argue as we did in the Type I sums to see that the contribution here is

� N1/2(logN)3 max
U≤M≤N/V

M +
∑

1≤m≤N/M

min

{
N

m
,

1

bmαe

}1/2

,

where the point is that we have managed to sum our geometric series using the same bound as before.
Anyway, we can use the bound achieved in the previous argument to achieve

�
(
NV −1/2 +NU−1/2 +Nq−1/2 +N1/2q1/2

)
(log qN)4,

so in total we achieve

|S(α)| �
(
UV + q +NU−1/2 +NV −1/2 +Nq−1/2 +N1/2q1/2

)
(log qN)4

by combining with the Type I contribution. Taking U = V = N2/5 completes the proof of Theorem 4.31.

4.11.2 Vinogradov’s Sieve
Putting everything together, we see that it remains to prove Theorem 4.33. The main idea is that we can
“sieve” via Möbius inversion as

f(1) +
∑

√
N<p≤N

f(p) =
∑
n≤N

gcd(n,P√N )=1

f(n) =
∑
t|P√N
t≤N

(
µ(t)

∑
r≤N/t

f(rt)

)
.

Here P√N is the product of all the primes less than
√
N . This explains why we might expect we want

bounds on Type I sums. However, when t is relatively close to N , the inner sum will have essentially no
cancellation—it’s too short!

This is where Type II sums come in.

Proposition 4.35 (Vaughan’s identity). Fix F (s) :=
∑
n≤U Λ(n)n−s and G(s) :=

∑
n≤V µ(n)n−s. Then

−ζ
′(s)

ζ(s)
= F (s)− ζ(s)F (s)G(s)− ζ ′(s)G(s) +

(
−ζ
′(s)

ζ(s)
− F (s)

)
(1− ζ(s)G(s)).

Proof. Fully expand our the product on the right-hand side and cancel. �

The fourth term here turns out to be Type II sums. Namely, we use the “TT ∗” method to estimate the
operator norm of

(f(mn))M≤m≤2M,N≤n≤2N .

4.12 April 7
We continue.
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4.12.1 Using Vaughan’s Identity
We compare coe�cients in Proposition 4.35 to write Λ(n) = a1(n) + a2(n) + a3(n) + a4(n) where

a1(n) :=

{
Λ(n) if n ≤ U,
0 else,

and
a2(n) := −

∑
mdr=n

m≤U,d≤V

Λ(m)µ(d),

and
a3(n) :=

∑
hd=n,d≤V

µ(d) log h,

and

a4(n) := −
∑
mk=n

m>U,k>1

Λ(m)

(∑
d|k
d≤V

µ(d)

)
.

(Notably, ζ ′(s)/ζ(s) =
∑∞
n=1(log n)n−s.) The Type I and Type II sums will arise from these. Roughly speak-

ing, the point is that we can estimate a2 and a3 via Type I sums because our values tend to be away from n.
Further, a1 can be estimated via the Prime number theorem, and a4 can be estimated because the inner sum
tends to vanish frequently. Namely, if k ≤ V , then the inner sum goes over all divisors of d, so it vanishes, so
we might as well assume that k > V . So we are looking at some kind of Dirichlet convolution with longish
arithmetic progressions, so we will be able to use Type II sums in our estimation.

Now, we define
Sj(N) :=

∑
n≤N

f(n)aj(n)

for each j ∈ {1, 2, 3, 4}, so we see∑
n≤N

f(n)Λ(n) = S1(N) + S2(N) + S3(N) + S4(N).

We are now equipped to begin our bounding. By the Prime number theorem, we have |S1(N)| ≤ U , so it’s
under control. For S2(N), we are computing

S2(N) =
∑
t≤UV

( ∑
md=t

m≤U,d≤V

µ(d)Λ(m)

) ∑
r≤N/t

f(rt)

after su�cient rearranging. (The point is that the new variable t roughly amounts to the n we had earlier,
where we choose to sum over rt as needed.) The inner sum in parentheses has cancellation by∣∣∣∣∣ ∑

md=t
m≤U,d≤V

µ(d)Λ(m)

∣∣∣∣∣ ≤ ∑
md=t

Λ(m) = log t ≤ logUV,

where we are saying that we’re okay losing various log factors. Thus, we see

|S2(N)| � (logUV )
∑
t≤UV

∣∣∣∣∣ ∑
r≤N/t

f(rt)

∣∣∣∣∣,
which does fit into the Type I sum contribution in Theorem 4.33.
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Now we move on to bounding S3(N). We use summation by parts here. Indeed, rearranging a sum and
integral, we find

S3(N) =
∑
d≤V

µ(d)
∑

h≤N/d

(log h)f(dh)

=
∑
d≤V

µ(d)
∑

h≤N/d

f(dh)

∫ h

1

dw

w

=

∫ N

1

∑
d≤V

µ(d)
∑

w<h≤N/d

f(dh)
dw

w

� (logN)
∑
d≤V

max
w

∣∣∣∣∣ ∑
w<h≤N/d

f(dh)

∣∣∣∣∣,
which again fits into the Type I sum contribution in Theorem 4.33.

Lastly, we need to bound S4. Unsurprisingly, this is somewhat more involved. As discussed above, we
can take k > V in our expression for a4 as

a4(n) = −
∑
mk=n

m>U,k>V

Λ(m)

(∑
d|k
d≤V

µ(d)

)
.

Thus, we see

S4(N) = −
∑

U<m≤N/V

Λ(m)
∑

V≤k≤N/m

(∑
d|k
d≤V

µ(d)

)
f(mk).

We will now get bounds on this sum by the “TT ∗ method” because f(mk) as a matrix has a pretty small
operator norm. In particular, we are going to give up trying to cancel Λ and µ and instead focus solely on
trying to estimate f . Explicitly, we claim that∣∣∣∣∣ ∑

M≤m≤2M

bm
∑

V <k≤N/m

ckf(mk)

∣∣∣∣∣�f

√ ∑
M≤m≤2M

|bm|2 ·
√ ∑
V <k≤N/m

|ck|2. (4.2)

Here, the implied constant is ∆, defined as the operator norm of the matrix (f(mk))m,k. The point is that we
are using some dyadic intervals in order to suitably bound. To see that it is enough to show (4.2), we see

S4(N)� (logN) max
U≤M≤N/V

∆

√√√√ 2M∑
m=M

|Λ(m)|2 ·
√ ∑
V <k≤N/M

|d(k)|2,

which we claim is� (logN)3N1/2 maxU≤M≤N/V ∆. Namely, to bound the sum of the |Λ(m)|, one can just
bound this as (logm) and not lose too much. To bound the d(k)2 sum, we note that Möbius inversion lets us
write

d(k)2 =
∑
d|k

h(d),

where h(d) is a multiplicative function (namely, h = d2 ∗ µ), and we can compute that we need defined by
h (pα) = 2α+ 1 for each prime-power pα. Thus, we see∑

k≤z

d(k)2 =
∑
k≤z

∑
d|k

h(d) ≤
∑
d≤z

h(d) · z
d
.

We now bound this as an Euler product

z
∑
d≤z

h(d)

d
≤ z

∏
p≤z

∞∑
α=0

h (pα)

pα
≤ z

∏
p≤z

(
1− 1

p

)−3

� z(log z)3,
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where the last bound is by bounding the corresponding Harmonic series. In total, we get the claimed bound.
Anyway, it remains to see what ∆ is. Well, this requires a closer analysis of (4.2), so we note Cauchy–

Schwarz yields

≤
√ ∑
M≤m≤2M

|bm|2 ·

√√√√√ ∑
M≤m≤2M

∣∣∣∣∣ ∑
V <k≤N/m

ckf(mk)

∣∣∣∣∣
2

.

Expanding, we may upper-bound this as√ ∑
M≤m≤2M

|bm|2
√√√√ ∑

V≤j≤N/M
V≤k≤N/M

cjck
∑

M≤m≤2M
m≤N/j,m≤N/k

f(mj)f(mk).

Upon noting |cjck| ≤ 1
2

(
c2j + c2k

)
, we can achieve an upper-bound of

max
V <j≤N/M

( ∑
V <k≤N/m

∣∣∣∣∣ ∑
M≤m≤2M

m≤N/j,m≤N/k

f(mj)f(mk)

∣∣∣∣∣
)1/2

.

4.13 April 10
We began class by proving some small technicality, so I have edited last class’s notes for continuity.

Remark 4.36. For
√
x ≤ n ≤ x, one can use the bilinear method to show

Λ(n) =
∑
m≤
√
x

m|n

µ(x) log(n/m)−
∑
m≤
√
x

µ(m)
∑
k≤
√
x

km|n

Λ(k).

4.13.1 A Duality Theorem
We are going to talk about the large sieve. To give a flavor for what we will achieve, here is an application of
the large sieve. Recall that

ψ(x; q, a) :=
∑
m≤x

n≡a (mod q)

Λ(n).

Theorem 4.37 (Bombieri–Vinogradov). For given A, there is a constant B such that we have

ψ(x; q, a) =
x

ϕ(q)

(
1 +O

(
(log x)−A

))
for almost every q ≤ x1/2(log x)−B .

Remark 4.38. As another example, one can use the large sieve to show that there is a finite set of inte-
gers which contains a primitive root (mod p) for any prime p. This is a weaker version of Artin’s conjec-
ture. In general, one is able to achieve reasonably strong results with the large sieve if one is willing to
allow a few exceptions.

Our approach to the large sieve will be to take some hard analysis techniques and combine with stu� like
Vaughan’s identity to turn our results into number theory.

Anyway, here is our duality theorem.
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Theorem 4.39. Fix some countable setsA andB. Additionally, fix some sequence {xmn}(m,n)∈A×B such
that ‖x‖2 <∞ and X > 0. The following are equivalent.

(a) For each sequence {am}m∈A of complex numbers such that ‖a‖2 <∞, we have

∑
n∈B

∣∣∣∣∣∑
m∈A

xmnam

∣∣∣∣∣
2

≤ X ‖a‖22 .

(b) For each sequence {bm}m∈A of complex numbers such that ‖b‖2 <∞, we have

∑
m∈A

∣∣∣∣∣∑
n∈B

xmnbm

∣∣∣∣∣
2

≤ X ‖b‖22 .

Here, ‖·‖ refers to the L2-norm.

Proof. By symmetry, it is enough to show that (a) implies (b). The idea is to introduce an auxiliary vector
defined by

cm :=
∑
n∈A

xmnbn.

Note that this sum is finite because (by Cauchy–Schwarz) we have ‖c‖22 ≤ ‖x‖
2
2 · ‖b‖

2
2; in particular, each

coordinate in c must be finite. We now compute

‖c‖22 =
∑
m∈A

cm
∑
n∈B

bnxmn =
∑
n∈B

bn
∑
m∈A

cmxmn,

where the exchange of summation is fine by Fubini’s theorem. Now, using Cauchy–Schwarz, we see that
the above is an inner product (indexed over n) which can be bounded as

‖c‖22 ≤ ‖b‖
2
2

√√√√∑
n∈B

∣∣∣∣∣∑
m∈A

xmncm

∣∣∣∣∣
2

.

Then by (a), we achieve the bound ‖c‖22 ≤
√
X · ‖c‖2 · ‖b‖2, which rearranges into ‖c‖2 ≤

√
X · ‖b‖2. Upon

squaring, this is what we wanted. �

4.14 April 12
We won’t meet on Friday.

4.14.1 The Large Sieve Inequality
Let’s show the following nice result.

Theorem 4.40. Fix δ ∈ (0, 1/2) and some δ-separated real numbers x1, . . . , xR on R/Z. Then

R∑
r=1

∣∣∣∣∣
M+N−1∑
n=M

ane(nxr)

∣∣∣∣∣
2

�
(
N + δ−1

)
‖a‖22

for any vector (a1, . . . , aR).
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Here, δ-separated means that ‖xi − xj‖ ≥ δ for each distinct i and j where ‖x‖ is the distance from x to
the closest integer. The idea is to use duality and then the TT ∗ method, followed by some smoothing to
optimize. As a model, we will first show the following result.

Proposition 4.41. Fix δ ∈ (0, 1/2) and some δ-separated real numbers x1, . . . , xR on R/Z. Then

R∑
r=1

∣∣∣∣∣
M+N−1∑
n=M

ane(nxr)

∣∣∣∣∣
2

�
(
N + δ−1 log(1/δ)

)
‖a‖22

for any vector (a1, . . . , aR).

Proof. Set X := N + δ−1 log(1/δ). By duality, it su�ces to show

M+N−1∑
n=M

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

� X ‖a‖22 .

However, we can compute

M+N−1∑
n=M

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

=
∑
r,s≤R

crcs

M+N−1∑
n=M

e(n(xr − xs))

�
∑
r 6=s

|cr| · |cs| ·
1

‖xr − xs‖
+N

∑
r≤R

|cr|2

≤
∑
r≤R

|cr|2
N +

∑
s6=r

1

‖xr − xs‖

 .

Now, to estimate this, the point is that the xi are δ-separated, so we can estimate distances between the
entire sum

∑
s6=r

1
‖xr−xs‖ as looking at worst like 2

δ + 4
δ + · · ·+ 2, which is harmonic. So the internal sum is

�
(
N + δ−1 log(1/δ)

)
‖c‖22, which is what we wanted. �

And now let’s prove Theorem 4.40.

Proof of Theorem 4.40. For psychological reasons, we note that we can shift everything by n 7→ n −M so
that we may assume M = 0. Again, we set X := N + δ−1 and observe that by duality it is enough to show

M+N−1∑
n=M

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

� X ‖a‖22 .

Motivated by Poisson summation, we write

N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

≤ eπ
∑
n∈Z

e−π(n/N)2
N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

.

Roughly speaking, we are adding weights to the summation in order to smooth ourselves a little more. Intu-
itively, the previous proof was trying to compute a Fourier transform of the indicator function on [N,M+N),
but this is poorly behaved, so the weights above will help us be closer to the truth. Anyway, we see

N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

≤
N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

= eπ
∑
r,s

crcs
∑
n∈Z

e−π(n/N)2e(n(xr − xs)).
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Now, by Poisson summation, one sees∑
n∈Z

e−π(n/N)2e(n(xr − xs)) = N
∑
n∈Z

e−πN
2(n+xr−xs) = Ne−πN

2‖xr−xs‖2 +O(1).

Here, theO(1) includes all the terms which are away from n = bxr − xse, which we can upper-bound pretty
explicitly via some kind of geometric series.

In total, we achieve

N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

�
∑
r

|cr|2 ·N
∑
s

e−πN
2‖xr−xs‖2

by expanding out the summation as before. We now use the fact that our terms are δ-separated, to bound
our distances as having 1/δ at most twice, having 2/δ at most twice, so on and so forth. As such,

N−1∑
n=0

∣∣∣∣∣
R∑
r=1

cre(nxr)

∣∣∣∣∣
2

� ‖c‖22N
∑
k≥0

e−π(jδN)2 .

It remains to bound the right factor on the right-hand side, which we evaluate as

N
∑
k≥0

e−π(jδN)2 � N

(
1 +

∫ ∞
0

e−π(tδN)2 dt

)
� N

(
1 +

1

δN

∫ ∞
0

e−πt
2

dt

)
� N +

1

δ
,

which is what we wanted. �

4.14.2 Quick Applications
Here’s a fun application to Farey fractions. Namely, for Q ≥ 1, consider the sequence of rational numbers

FQ := {a/q : a, q ≥ 0 and gcd(a, q) = 1 and q ≤ Q}.

The point is that two distinct x, x′ ∈ Fq will have ‖x− x′‖ ≥ 1
Q2 by writing x = a

q and x′ = a′

q′ . Explicitly,

‖x− x′‖ =
|aq′ − a′q|

qq′
≥ 1

Q2
.

As such, we are seeing that FQ is separated by 1/Q2. Here is our application.

Corollary 4.42. Fix N,Q ≥ 1. Then

∑
q≤Q

∑
1≤a≤q

gcd(a,q)=1

∣∣∣∣∣∣
∑

M≤n<M+N

bne

(
a

q
n

)∣∣∣∣∣∣� (
N +Q2

)
‖b‖22

for any vector b of complex numbers.

Proof. This follows directly from Theorem 4.40. �

4.15 April 17
We continue discussing the Bombieri–Vinogradov theorem.
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4.15.1 The Bombieri–Vinogradov Theorem
Recall the following statement.

Theorem 4.43. For all A > 0 and Q ∈
[√
x(log x)−A, x1/2

]
, we have

∑
q≤Q

max
y≤x

max
1≤a≤q

gcd(a,q)=1

∣∣∣∣ψ(y; q, a)− y

ϕ(q)

∣∣∣∣� √xQ(log x)5.

Proof. During the Friday lecture, we found

max
1≤a≤q

gcd(a,q)=1

∣∣∣∣ψ(y; q, a)− y

ϕ(q)

∣∣∣∣ ≤ 1

ϕ(q)

∑
χ

|ψ′(y, χ)|,

for some function ψ′. We would like to only use primitive characters, so observe that if χ is an imprimitive
character induced by χ, then we can upper-bound the di�erence as

|ψ′(y, χ)− ψ′(y, χ)| � (log qy)2,

so we achieve
S := max

1≤a≤q
gcd(a,q)=1

∣∣∣∣ψ(y; q, a)− y

ϕ(q)

∣∣∣∣� (log qy)2 +
1

ϕ(q)

∑
χ

|ψ′(y, χ)|.

Summing gives∑
q≤Q

max
y≤x

max
1≤a≤q

gcd(a,q)=1

∣∣∣∣ψ(y; q, a)− y

ϕ(q)

∣∣∣∣�∑
q≤Q

Q(log qx)2 +
∑

χ (mod q)

∗
max
y≤x
|ψ′(y, χ)|

∑
kq≤Q

1

ϕ(kq)
.

We now note thatϕ(kq) ≥ ϕ(k)ϕ(q), so the last summation can be controlled like a harmonic series. Namely,
we observe∑

k≤z

1

ϕ(k)
≤
∏
p≤z

∞∑
ν=0

1

ϕ(pν)
=
∏
p≤z

(
1 +

1

p− 1

∞∑
ν=0

1

pν

)
=
∏
p≤z

1

1− 1
p

(
1 +

1

p(p− 1)

)
� log z.

Notably, the second term here converges absolutely, and the 1
1− 1

p

term produces the log z. Inputting this
inequality grants

S � Q(logQx)2 + log x
∑
q≤Q

∑
χ

∗
max
y≤x
|ψ′(y, χ)|2.

Thus, it remains to show ∑
q≤Q

1

ϕ(q)

∑
χ

∗
max
y≤x
|ψ′(y, χ)| �

√
xQ(log x)4.

Instead, we will prove the “dyadic” inequality∑
U≤q≤2U

1

ϕ(q)

∑
χ

∗
max
y≤x
|ψ′(y, χ)| �

( x
U

+ x5/6 + x1/2U
)

(log x)4.

To see how this implies the desired inequality, we sum over our dyadic intervals: note that the sum of the
x5/6 terms do not matter (they are strictly less than x1/2Q). Similarly, the x1/2U term will sum to� x1/2Q
and also does not matter. The last term is harder. To write it out, for U ∈ [Q1, Q] for some Q1, we have∑

Q1≤q≤Q

1

ϕ(q)

∑
χ

∗
max
y≤x
|ψ′(y, χ)| � (log x)4

(
x

Q1
+ x5/6 log x+ x1/2Q

)
.
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For example, taking Q1 = (log x)A, we note that Siegel’s theorem lets us bound

|ψ′(y, χ)| � x(log x)−2A−4,

so we can deal with the small values of q as∑
q≤(log x)A

1

ϕ(q)

∑
χ

∗
max
y≤x
|ψ′(y, χ)| � x(log x)−A−4,

which is good enough for our purposes.
It remains to prove our dyadic bound. We split this into two parts. To begin, we use the large sieve. We

claim that ∑
q≤Q

q

ϕ(q)

∑
χ

∗
max
U

∣∣∣∣ max
1≤m≤M
1≤n≤N
mn≤U

ambnχ(mn)

∣∣∣∣�
(
M +Q2

)1/2 (
N +Q2

)1/2
log(2MN)

( ∑
1≤m≤M

|am|2
)1/2( ∑

1≤n≤N

|bn|2
)1/2

.

The main di�culty is dealing with the mn ≤ U constraint. Indeed, without this requirement, we could use
Cauchy–Schwarz by writing

∑
q≤Q

q

ϕ(q)

∑
χ

∗
∣∣∣∣∣ ∑

1≤m≤M

∑
1≤n≤N

ambnχ(mn)

∣∣∣∣∣ ≤
(∑
q≤Q

q

ϕ(q)

∑
χ

∗
∣∣∣∣∣ ∑

1≤m≤M

amχ(m)

)1/2

·

(∑
q≤Q

q

ϕ(q)

∑
χ

∗
∣∣∣∣∣ ∑

1≤n≤N

bnχ(n)

)1/2

.

Then the large sieve grants us

�
(
M +Q2

)1/2 (
N +Q2

)1/2( ∑
1≤m≤M

|am|2
)1/2( ∑

1≤n≤N

|bn|2
)1/2

.

To achieve the desired inequality, the point is to “complete the sum.” Intuitively, we are essentially adding
in a term of 1mn≤U to our sum in order to bound via Fourier analysis. Namely, the Mellin transform of 1[0,1](t)

is 1
s . We will continue this next class. �

4.16 April 19
We continue the proof of the Bombieri–Vinogradov theorem.

4.16.1 Using the Large Sieve
We are now interested in proving the following inequality.∑

q≤Q

q

ϕ(q)

∑
χ

∗
max
U

∣∣∣∣ max
1≤m≤M
1≤n≤N
mn≤U

ambnχ(mn)

∣∣∣∣ ?
�

(
M +Q2

)1/2 (
N +Q2

)1/2
log(2MN)

( ∑
1≤m≤M

|am|2
)1/2( ∑

1≤n≤N

|bn|2
)1/2

. (4.3)
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For this, we use a little Fourier analysis. As discussed before, the issue with our bounding is dealing with
mn ≤ U . To give us more to work with, we will try to indicate with functions like (mn)it. To set us up, for
T, β > 0, we note

∫ T

−T
e−itα

sin tβ

πt
dt =

{
π +O

(
T−1(β − |α|)−1

)
if |α| < β,

O
(
T−1(|α− β)−1

)
if |α > β.

Thus, we set A(t, χ) :=
∑M
m=1 amχ(m)mit and B(t, χ) :=

∑N
n=1 bmχ(n)nit so that multiplying A(t, χ) and

B(t, χ) will detect values of mn by some kind of Fourier analysis. Explicitly,

∫ T

−T
A(t, χ)B(t, χ)

sin(t log u)

πt
dt =

∑
1≤m≤M
1≤n≤N
mn≤U

ambnχ(mn) +O

(
T−1

∑
1≤m≤M
1≤n≤N

|ambn log(mn/u)|−1

)
,

where we take u to be (say) a half-integer. For the error term, we see we may as well assume that u ≤MN ,
so we note log(mn/u) � 1

MN and sin(t log u) � min{1, |t| log 2MN} (by staring at the graph of sinx either
close to 0 or away from 0). Rearranging, we achieve

∣∣∣∣∣ ∑
1≤m≤M
1≤n≤N
mn≤u

ambnχ(mn)

∣∣∣∣∣�
∫ T

−T
|A(t, χ)| · |B(t, χ)| ·min{1/|t|, log 2MN} dt+

MN

T

∑
1≤m≤M
1≤n≤N

|ambn|.

At this point, we set T := (MN)3/2. We now use the large sieve inequality to bound

∑
q≤Q

q

ϕ(q)

∑
χ

∗
|A(t, χ)B(t, χ)|

as we did last class when we did not have to deal with the χs; we omit the details. Further, we see that

∫ T

−T
min

{
1

|t|
, log 2MN

}
dt� log 2MN

by first integrating over the region [−1, 1] to achieve� log 2MN and then recalling T = (MN)3/2 to inte-
grate outside [−1, 1] to be sure that we do not overcome� log 2MN . Additionally, summing over all q and
χ, our term is bounded by

MN

T

∑
1≤m≤M
1≤n≤N

|ambn|Q2 ≤ Q2MN

T

( ∑
1≤m≤M

|am|2
)1/2( ∑

1≤n≤N

|bn|2
)1/2

M1/2N1/2

≤
(
Q2 +M

)1/2 (
Q2 +N

)1/2( ∑
1≤m≤M

|am|2
)1/2( ∑

1≤n≤N

|bn|2
)1/2

.

Combining the previous bounds on |A(t, χ)B(t, χ)| is able to complete the proof of the inequality.
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4.16.2 Using the Bilinear Method
We use Vaughan’s identity to continue. Arguing as before, we may write ψ(y, χ) = S1 +S2 +S3 +S4 where

S1 =
∑
n≤U

Λ(n)χ(n)

S2 = −
∑
t≤UV

( ∑
t=md

m≤U,d≤V

µ(d)Λ(m)

) ∑
r≤y/t

χ(rt)

S3 =
∑
d≤V
dh≤y

µ(d) log hχ(dh)

S4 = −
∑

U≤m≤y/V

Λ(m)
∑

V≤k≤y/m

( ∑
d|k,d≤V

µ(d)

)
χ(mk).

Quickly, we see that |S1| � U by the Prime number theorem. Also, as in the proof of Vinogradov’s theorem,
summation by parts produces

|S3| � log y
∑
d≤V

max
w

∣∣∣∣∣∣
∑

w≤h≤y/d

χ(h)

∣∣∣∣∣∣ .
Next up, we bound S4. We’ll do this next class.

4.17 April 21
We continue.

4.17.1 Continuing the Bilinear Method
The theme of today is to use our large sieve inequality to bound as many of the S• terms with bilinear sums
because the large sieve inequality is quite e�cient. From last time, our next task is to bound

S4 = −
∑

U≤m≤y/V

Λ(m)
∑

V≤k≤y/m

( ∑
d|k,d≤V

µ(d)

)
χ(mk).

We use a dyadic decomposition. For each M ∈ [U, y/V ], we see

∑
q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x

∣∣∣∣∣ ∑
U≤m≤y/V
M≤m≤2M

Λ(m)
∑

V≤k≤y/M

(∑
d|k
d≤V

µ(d)

)
χ(mk)

∣∣∣∣∣
2

,

which is our averaged version of S4. Now, by (4.3), this is

�
(
Q2 +M

)1/2 (
Q2 + x/M

)1/2( ∑
M≤m≤2M

Λ(m)2

)( ∑
k≤x/M

d(k)2

)1/2

log 2x,

which we can now upper-bound as in the proof of Vinogradov’s theorem. After doing so, we achieve

�
(
Q2 +M

)1/2 (
Q2 + x/M

)1/2
x1/2(log 2x)3.

“Expanding” the square root using something like Hölder, up to a constant term we get

�
(
Q2x1/2 +QxM−1/2 +Qx1/2M1/2 + x

)
(log 2x)3.
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We now sum over all U/2 ≤M ≤ x/V via our dyadic intervals to compute∑
q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x
|S4(y, χ)| �

(
Q2x1/2QxU−1/2 +Qx−1/2 + x

)
(log 2x)4,

where the extra log factor comes from summing over log many dyadic intervals.
Continuing, we bound

S2 = −
∑
t≤UV

( ∑
t=md

m≤U,d≤V

µ(d)Λ(m)

) ∑
r≤y/t

χ(rt).

For this, we split the sum into the two pieces

S′2 := −
∑
t≤U

( ∑
t=md

m≤U,d≤V

µ(d)Λ(m)

) ∑
r≤y/t

χ(rt),

S′′2 := −
∑

U≤t≤UV

( ∑
t=md

m≤U,d≤V

µ(d)Λ(m)

) ∑
r≤y/t

χ(rt).

The same technique that we used for S4 also works for S′′2 . Namely, repeating the above argument with
some M lets us estimate the averaged version of S′′2

∑
q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x

∣∣∣∣∣− ∑
U≤t≤UV

( ∑
t=md

m≤U,d≤V
M≤m≤2M

µ(d)Λ(m)

) ∑
r≤y/t

χ(rt)

∣∣∣∣∣
2

.

Summing over the dyadic ranges appropriately, keeping track of the number of logs, we produce

�
(
Q2 +QxU−12 +Qx1/2U1/2V 1/2 + x

)
(log 2x)3

as the bound for averaged version of S′′2 . For S′2, our averaged version can be bounded as∑
1<q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x
|S′2(y, χ)|

� Q2 max
prim. χ (mod q)

max
y≤x
|S′2(y, χ)|.

Staring at S′2(y, χ), we are able to bound via the Pólya–Vinogradov inequality to produce

� Q5/2U(log xU)2.

Adding in q = 1 with the trivial character, we see that the maximum of |S′2(y, χ0)| is bounded by x(log xU)2

by simply evaluating the inner sum via the Prime number theorem. In total, we achieve∑
q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x
|S′2(y, χ)| �

(
Q5/2U + x

)
(log xU)2.

For S3, we use the same techniques of S′2 (combining with the upper bound we achieved last class) in order
to achieve ∑

q≤Q

q

ϕ(q)

∑
χ

∗
max
y≤x
|S3(y, χ)| �

(
Q5/2V + x

)
(log xV )2.

Combining all of our bounds, we may upper-bound∑
q≤Q

1

ϕ(q)

∑
χ

∗
max
y≤x
|ψ′(y, χ)|
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by
�
(
Q2x1/2 +QxU−1/2 +QxV −1/2 +Qx1/2U1/2V 1/2 +Q5/2U +Q5/2V

)
(log xUV )4.

To optimize, over x1/3 ≤ Q ≤ x1/2, we take U = V := x2/3Q−1 to achieve�
(
Q2x1/2 + x

)
(log x)4. Then

for Q ≤ x1/3, we take U = V := x1/3 to achieve�
(
x+ x5/6Q

)
(log x)4. Summing, we produce the desired

inequality.

Remark 4.44. There is an Elliott–Halberstam conjecture which asserts that any 0 < θ < 1 has∑
q<xθ

max
gcd(a,q)=1

∣∣∣∣ψ(x; q, a)− x

ϕ(q)

∣∣∣∣�A x(log x)−A.

The Bombieri–Vinogradov theorem achieves the result for θ < 1/2. Any progress for larger θ would
mark extreme progress. For example, this conjecture has connections to bounded gaps between primes.

Remark 4.45. Goldston–Pintz–Yildirim were able to show that the Elliott–Halberstam conjecture for
any θ > 1/2 is able to achieve bounded gaps between primes. Zhang was able to achieve a variant for
θ > 1/2 which gave bounded gaps unconditionally. In a di�erent direction, Maynard uses a “multidi-
mensional” version of the Selberg sieve to achieve bounded gaps, whereupon the machinery merely
requires θ > 0.

4.18 April 24
It is the last week of instruction.

4.18.1 Least Nonquadratic Residues
Here is the conjecture.

Conjecture 4.46 (Vinogradov). For each prime p > 2, let n(p) be the least positive integer which is not a
quadratic residue (mod p). Then n(p)�ε p

ε for all ε > 0.

Remark 4.47. Continuing our discussion of the Elliott–Halberstam conjecture, Tao was able to con-
ditionally show Conjecture 4.46. Also, the grand Riemann hypothesis implies Conjecture 4.46. The
argument is akin to our discussion of primality testing.

Remark 4.48. Quickly, note that n(p) is prime. Indeed, suppose we have a prime factorization

n(p) =
∏

q prime

qνq(n(p)).

Then
(
n(p)
p

)
= −1 implies that

(
q
p

)
= −1 for some prime q | n(p). Thus, q ≤ n(p), so minimality

enforces q = n(p), so n(p) is prime.

Remark 4.49. The Burgess bound is able to achieve n(p)�ε p
1/4+ε.

Vinogradov’s sieving trick is able to achieve n(p) �ε p1/(4
√
e)+ε, which is the current record. Let’s see

this.
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Theorem 4.50. For any ε > 0, we have n(p)�ε p
1/(4
√
e)+ε.

Proof. Intuitively, the point is to compute the character sum

n∑
k=1

(
k

p

)
,

and as soon as we can show that this is less than n, we get a nonquadratic residue. Some extra structure
about primality of n(p) is able to sharpen the bound.

Let’s be more explicit. Set χ :=
(
·
p

)
. The Burgess bound is able to achieve

∑
1≤n≤y

χ(n) = oε(y)

for y =
⌊
p1/4+ε

⌋
. To see our nonquadratic residues, we write

∑
1≤n≤y

χ(n) = y − 2
∑

1≤n≤y
χ(n)

1 ≥ y − 2
∑

1≤q≤y
q prime
χ(q)=−1

y

q
= y

(
1− 2

∑
1≤q≤y
q prime
χ(q)=−1

y

q

)
.

The point is that if we get too many qs in the sum which are too big, then we’re not going to achieve oε(y).
With this in mind, we use the definition of n(p) to write

oε(y) =
∑

1≤n≤y

χ(n) ≥ y

(
1− 2

∑
n(p)≤q≤y
q prime
χ(q)=−1

y

q

)
.

Thus, we achieve
1

2
≤

∑
n(p)≤q≤y
q prime

1

q
+ oε(1).

Because
∑
p≤n

1
p = log log n, we see

1

2
≤ log(logn(p) y) + oε(1),

so logn(p) y ≥ e1/2+oε(1) �ε e
1/2. Rearranging, we see n(p) �ε y

1/
√
e+ε = y1/(4

√
e)+ε, which is what we

wanted. �

4.19 April 26
We continue our discussion of Linnik’s theorem.

4.19.1 Reyni’s Theorem
In a di�erent direction, Linnik was able to show the following weakening of Conjecture 4.46.

Theorem 4.51. For any ε > 0, we have

|{p ≤ N : n(p) > pε}| = Oε (Nε) .
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In fact, we will show that there areOε(1) exceptions with p� Nε. This will come from the large sieve, not
using Bombieri–Vinogradov directly. From our discussion of the large sieve, we showed in Corollary 4.42
that ∑

q≤Q

∑
gcd(a,q)=1

∣∣∣∣∣
M+N∑
n=M+1

ane

(
a

q
n

)
︸ ︷︷ ︸

S(a/q):=

∣∣∣∣∣
2

�
(
N +Q2

) M+N∑
n=M+1

|an|2.

For this, we require the following result, which comes from the large sieve.

Theorem 4.52 (Reyni). Let S be a set of integers in [M + 1,M + N ], and let P be the set of primes less
than or equal to someQ. For some τ ∈ (0, 1), ifS does not contain any integerx such thatx ≡ h (mod p)
for at least τp values of h (mod p) for each p ∈ P , then

|S| � N +Q2

τ |P|
.

Proof. We use the large sieve. LetZ(q, h) be the number of elements z ∈ S with z ≡ h (mod q); setZ := |S|.
To detect deviation from the expected, we are interested in

V (q) :=

q−1∑
h=0

∣∣∣∣Z(q, h)− Z

q

∣∣∣∣2 .
Now, we claim that ∑

p≤Q

pV (p)
?
�
(
N +Q2

)
Z, (4.4)

which will finish the proof after plugging into the hypotheses. This claim will follow from the large sieve:
set an := 1S(n). Now, rearranging, we see

q∑
a=1

∣∣∣∣S (aq
)∣∣∣∣2 =

∑
m,n∈S

(
q∑
a=1

e

(
a

q
(m− n)

))
= q

q∑
h=1

Z(q, h)2,

where the last equality holds because we only care about pairs (m,n) ∈ S2 such thatm ≡ n (mod q), where-
upon we get a contribution of q. Thus, we see

qV (q)
∗
= q

(
q∑

h=1

Z(q, h)2 − Z2

q

)
=

q∑
a=1

∣∣∣∣S (aq
)∣∣∣∣2 − Z2 =

q−1∑
a=1

∣∣∣∣S (aq
)∣∣∣∣2 .

Here, ∗= holds by expanding out the definition of V (q), using the fact that the expected value ofZ(q, h) isZ/q
when averaged over all possible values of h. As such, we see∑

p≤Q

pV (p) =
∑
p≤Q

∑
gcd(a,p)=1

∣∣∣∣S (ap
)∣∣∣∣2 ,

so the large sieve grants ∑
p≤Q

pV (p)�
(
N +Q2

)
Z,

which was the desired claim.
To finish, we need to discuss P . Namely, for each p ∈ P , we see that

V (p) ≥ τp · Z
2

p2
=
τZ2

p
.

Plugging this into (4.4), we see that τZ2|P| �
(
N +Q2

)
Z, which rearranges into the desired inequality. �
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4.19.2 Smooth Numbers
To continue our discussion, we need the following definition.

Definition 4.53 (smooth). Fix a real number N > 0. An N-smooth positive integer is one whose prime
factors are less than N .

We will show the following result later.

Lemma 4.54. Fix some ε > 0. There is a constant cε > 0 such that the number of xε-smooth numbers
less than x is at least cεx.

Proof. This proof is elementary and constructive. Without loss of generality, we may take ε < 1/10; set
k := b1/εc. The point is to construct enough numbers of the form

n = mp1 · · · pk

where the pi are primes between xε−ε2/2 and xε. Here, any m achieve n ≤ x must have

m ≤ np1 · · · pk ≤
x

xεk−kε2/2
≤ xε,

so m is xε-smooth and thus can be ignored. Now, the number of such n is bounded below by

1

k!

∑
p1,...,pk

xε−ε
2/2≤pi≤xε

⌊
x

p1 · · · pk

⌋
�

∑
p1,...,pk

xε−ε
2/2≤pi≤xε

x

p1 · · · pk
= x

 ∑
xε−ε2/2≤p≤xε

1

p

k

.

Lower-bounding each term via Mertens’s theorem, we achieve

�ε x

(
log

log xε

log xε−ε2
+ o(1)

)k
.

The right-hand side is bounded below by a constant times x, so we are done. �

Now, let’s explain why Lemma 4.54 proves Theorem 4.51.

Theorem 4.51. For any ε > 0, we have

|{p ≤ N : n(p) > pε}| = Oε (Nε) .

Proof. In Theorem 4.52, we work in the interval
[
1, T 2

]
; let P be the set of primes p ∈ [T ε, T ] such that

n(p) > pε. Now, S is defined as the set of integers in our interval, where we remove integers y such that(
y
p

)
= −1 for some p ∈ P . In other words, S should be quadratic residues for P .

In particular, for each p ∈ P , we see that S fails to contain about half of all residues (mod p), so we may
take τ = 1/3, whereupon Theorem 4.52 grants

|S| � T 2

|P|
.

On the other hand, we claim that all T ε2-smooth numbers live in S. Indeed, the prime factor of any T ε2-
smooth number must be less than T ε2 , so it su�ces to show the result for primes p′ ≤ T ε

2 . Now, for any
prime p ∈ P , we see that

p′ ≤ T ε ≤ pε,
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so the construction of P ensures
(
p′

p

)
= 1.

In total, Lemma 4.54 tells us that T 2 �ε |S|, so we see that |P| �ε 1. In other words,

P = {p ≥ T ε : n(p) > pε}

is finite, from which Theorem 4.51 follows. �

4.20 April 28
Today we discuss Hua’s inequality for Waring’s problem.

4.20.1 Hua’s Inequality
Here is the problem we want to solve: for fixed positive integer k, compute the smallest positive integer s
such that every natural number is the sum of≤ s powers of k; we call this positive integer g(k); it is a result
of Waring–Hilbert that g(k) <∞. A more interesting question to ask is to findG(k) so that every su�ciently
large integer is the sum of≤ G(k) powers of k; this is more interesting because it turns out that small values
will dominate so that g(k) is more easily understood but less representative of the underlying structure.

We will be using the circle method, which will even get us an asymptotic formula. To be explicit, we want
to study powers of the function

gk(α,X)) =
∑

1≤x≤X

e
(
αxk

)
.

The main di�culty, as expected, is bounding the minor arcs. For example, consider the integral of the mo-
ment ∫ 1

0

|gk(α,X)|2s dα = #
{

((xi), (yi)) ∈ [1, X]s × [1, X]s : xk1 + · · ·+ xks : yk1 + · · ·+ yks
}

by expanding out |gk(α,X)|2s = gk(α,X)sgk(α,X)
s

and integrating. These combinatorial objects are quite
di�cult to understand; for example, not much is even known at k = 3. Our result for today is Hua’s inequal-
ity, as follows.

Theorem 4.55 (Hua’s inequality). For any k ≥ 0, we have∫ 1

0

|gk(α,X)|2
k

dα�ε X
2k−k+ε.

Sketch. We will sketch the main ideas. The 2k here is going to arise from squaring this inequality repeatedly.
Explicitly, note

(x+ y)k − xk = y

k−1∑
j=0

(
k

j

)
yk−j−1xj . (4.5)

The point here is that control over y has made our polynomial have less degree; this method is called “dif-
ferencing.” To apply this, we need two lemmas.

Lemma 4.56. Fix f(x) ∈ Z[x] of positive degree with nonnegative coe�cients. For y ∈ Z, define the
polynomial ∆yf by ∆yf(x) := f(x + y) − f(x), and define ∆y1,...,yn := ∆y1 · · ·∆yn . Given positive
integers y1, . . . , yv where v ≤ deg f , then ∆y1,...,yv is a polynomial of degree deg f −v, with nonnegative
coe�cients, and is divisible by y1 · · · yv.

Proof. Induct on v, using (4.5). �
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Lemma 4.57. For 1 ≤ v ≤ k − 1, we have

|gk(α,X)|2
v

�v X
2v−1 +X2v−v−1 Re

( ∑
y1,...,yv∈[1,X]

∑
x

e
(
α∆y1,··· ,yvx

k
))

,

where the summation of x is in some interval of [1, X] depending on the yi.

The inequality now follows from the previous lemmas. �

Remark 4.58. Vinogradov was able to improve the 2k in the inequality to O
(
k2 log k

)
by considering

solutions to systems
xj1 + · · ·+ xjs = yj1 + · · ·+ yjs

for 1 ≤ j ≤ k. This system appears somewhat unmotivated, but it turns out to be helpful; for example,
this system of equations turns out to satisfy some form of translation-invariance.
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APPENDIX A
COMPLEX ANALYSIS

Our reality isn’t about what’s real, it’s about what we pay attention to.

—Hank Green, [Gre20]

In this chapter, we review some basic facts of complex analysis. We do not provide proofs of all state-
ments.

A.1 Holomorphic Functions
Complex analysis is the study of holomorphic functions, so we quickly provide a definition.

Definition A.1 (holomorphic). Fix a complex function f : Ω → C, where Ω ⊆ C is some subset. We say
that f is di�erentiable at z ∈ Ω if and only if the limit

f ′(z) := lim
w→z

f(z)− f(w)

z − w

exists. If f is di�erentiable at all z ∈ Ω, then we say f is holomorphic on Ω.

Here is the main test on holomorphic functions.

Theorem A.2 (Cauchy–Riemann equations). Fix a complex function f : Ω → C, where Ω is a nonempty
open subset. Writing f(x+ yi) := u(x, y) + iv(x, y), then f is di�erentiable at z0 = x0 + iy0 implies that{

ux(x0, y0) = vy(x0, y0),

vx(x0, y0) = −uy(x0, y0).

Proof. See [Elb22, Theorem 3.19]. Intuitively, we are saying that f is locally a scaled rotation, which is what
multiplication by a complex numbers. �

Remark A.3. Under suitably hypotheses, satisfying the Cauchy–Riemann equations implies that f is
di�erentiable at the point z0. See [Elb22, Theorem 3.26].
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A.2 Path Integrals
To do calculus on complex functions, we also want to know how to integrate them.

Definition A.4 (path integral). Fix a piecewise continuous function f : Ω → C, where Ω ⊆ C is some
subset. Given a piecewise C1 path γ : [0, 1]→ Ω, we define∫

γ

f(z) dz :=

∫ 1

0

Re
(
f(γ(t))γ′(t)

)
dt+ i

∫ 1

0

Im
(
f(γ(t))γ′(t)

)
dt.

If γ is closed (i.e., γ(0) = γ(1)), then we might write
∮
γ
f(z) dz.

As usual, limits commute with integrals under suitably uniformity hypotheses.

Lemma A.5. Fix an open subset Ω ⊆ Cand a sequence {fn}n∈N of piecewise continuous function Ω→ C.
Given a piecewise C1 path γ : [0, 1]→ Ω, if fn → f uniformly for some f : Ω→ C, then

lim
n→∞

∮
γ

fn(z) dz =

∮
γ

f(z) dz.

Proof. See [Elb22, Lemma 4.62]. Roughly speaking, the point is that we can upper-bound∣∣∣∣∮
γ

f(z) dz −
∮
γ

fn(z) dz

∣∣∣∣ ≤ ∮
γ

|f(z)− fn(z)| dz ≤ sup
z∈im γ

|f(z)− fn(z)| · `(γ),

which goes to 0 as n→∞ by the uniformity. �

Proposition A.6. Fix an open, connected subset Ω ⊆ C. Fix a piecewise C1 path γ : [0, 1] → Ω and a
function f : Ω→ C continuous on im γ. For any z0 ∈ Ω, we have

1

2πi

∮
γ

f(z)

z − w
dz =

∞∑
n=0

(
1

2πi

∮
γ

f(z)

(z − w)n+1
dz

)
(w − z0)n

for w in some open neighborhood of z0.

Proof. See [Elb22, Proposition 4.61]. Roughly speaking, we begin by translating so that z0 = 0; then for |w|
small enough (for example, avoiding im γ and |w| < 1

2 |z|), we can write

f(z)

z − w
=
f(z)

z
· 1

1− (w/z)
=

∞∑
n=0

f(z)wn

zn+1
,

and this geometric series converges absolutely and uniformly because |w| < 1
2 |z|. Thus, the WeierstrassM-

test grants uniform convergence, so we can integrate both sides over
∮
γ

and finish by switching the infinite
sum and integral by Lemma A.5. �

A.3 The Cauchy Integral Formula
In this section, we provide various formulations of the Cauchy integral formula. The most basic formulation
is as follows.
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Theorem A.7 (Cauchy–Goursat). Fix a simply connected open subset Ω ⊆ C. If f : C→ C is holomorphic
on Ω, then for any piecewise C1 closed path γ : [0, 1]→ Ω, we have∮

γ

f(z) dz = 0.

Proof. See [Elb22, Theorem 4.65, Theorem 4.70]. Intuitively, this result follows from Green’s theorem
combined with Theorem A.2. �

We can extend this result in a few ways. For one, we can evaluate the function using integrals.

Theorem A.8 (Cauchy integral formula). Fix an open connected subset Ω ⊆ C containing someB(z0, r).
If f : Ω→ C is holomorphic, then

f(w) =
1

2πi

∮
γ

f(z)

z − w
dz

for w ∈ B(z0, r), where γ is the counterclockwise path around ∂B(z0, r).

Proof. See [Elb22, Theorem 4.63]. Roughly speaking, one can use Theorem A.7 in order to allow us to send
r → 0+ without changing the value of the integral. Then we note

1

2πi

∮
γ

f(z)

z − w
dz =

1

2πi

∮
γ

f(z)− f(w)

z − w
dz + f(w) · 1

2πi

∮
γ

1

z − w
dz.

The integral on the right is just 1, so we want to show that the other integral goes to 0. Well, f(z)−f(w)
z−w is

roughly f ′(w) as r → 0+, so we can upper-bound this integral by (say) 2|f ′(w)| · 2πr for small r, which goes
to 0 as r → 0+. �

Remark A.9. Roughly speaking, using Theorem A.7 again, the above proof more or less says that we
can replace γ with any counterclockwise path around z0 provided that Ω is simply connected.

Remark A.10. Combining Theorem A.8 with Proposition A.6 implies that holomorphic f : Ω → C are
locally equal to a power series.

In fact, we can evaluate derivatives using integrals.

Corollary A.11. Fix an open connected subset Ω ⊆ C containing someB(z0, r). If f : Ω→ C is holomor-
phic, then

f (n)(w) =
n!

2πi

∮
γ

f(z)

(z − w)n+1
dz

for w ∈ Ω and n ≥ 0, where γ is the counterclockwise path around ∂B(z0, r).

Proof. See [Elb22, Corollary 4.71]. By Theorem A.8 and Proposition A.6, we may write

f(w) =

∞∑
n=0

(
1

2πi

∮
γ

f(z)

(z − w)n+1
dz

)
(w − z0)n

for w in some open neighborhood of z0. (As usual, the deformation process with Theorem A.7 allows us to
shrink γ as necessary.) But now we can, with some pain, take derivatives of this power series by hand (see
[Elb22, Proposition 3.44]) to achieve the result. �

As an application, we discuss analytic continuation.
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Theorem A.12. Fix an open connected subset Ω ⊆ C. Given holomorphic functions f1, f2 : Ω→ C, if

{z ∈ C : f1(z) = f2(z)}

contains an accumulation point, then f1 = f2 on Ω.

Proof. See [Elb22, Theorem 5.1]. By working with f1 − f2, it su�ces to show that, if f−1({0}) has an ac-
cumulation point, then f = 0. We show this by contraposition: suppose f 6= 0, and we will show that each
z0 ∈ f−1({0}) has some r > 0 such thatB(z0, r)∩ f−1({0}) = {z0}. By shifting, we may assume that z0 = 0.
By Remark A.10, we see that f is locally a power series around z = 0. Because f is nonzero, this local power
series cannot identically vanish. However, this implies that there is some m such that the power series for
f(z)/zm has a nonzero constant term. However, f(z)/zm is then a continuous function which is nonzero at
0 and is thus nonzero in an open neighborhood of 0. �

A.4 Building Primitives
We would like to build a converse for Theorem A.7.

Proposition A.13. Fix an open, connected subset Ω ⊆ C and a continuous function f : Ω → C. Given
that ∮

γ

f(z) dz = 0

for any closed piecewise C1 path γ : [0, 1] → Ω. Then there exists a holomorphic function F : Ω → C
such that F ′ = f .

Proof. See [Elb22, Theorem 4.44]. By translating, we may assume 0 ∈ Ω, and the point is to define

F (s) = f(0) +

∫
γ

f(s) ds,

where γ is any closed piecewise C1 path from 0 to z. The hypothesis on f implies that F is well-defined. To
show that F ′(w) = f(w) for anyw ∈ Ω, work in some small open neighborhood ofw so that we may assume
Ω is convex. In particular, let γz denote the straight line from w to z so that∣∣∣∣F (z)− F (w)

z − w
− f(w)

∣∣∣∣ =

∣∣∣∣ 1

z − w

∫
γz

f(s) ds− f(w)

∣∣∣∣ ≤ sup
s∈im γz

|f(s)− f(w)|.

However, f is continuous, so this supremum goes to 0 as z → w. �

And here is our converse.

Theorem A.14 (Morera). Fix an open, connected subset Ω ⊆ C and a continuous function f : Ω → C.
Given that ∮

γ

f(z) dz = 0

for any closed piecewise C1 path γ : [0, 1]→ Ω. Then f is holomorphic.

Proof. By Proposition A.13, there exists holomorphic F : Ω → C such that F ′ = f . However, F is locally
given by a power series by Remark A.10, so we can di�erentiate-term-by-term to tell us that F is infinitely
di�erentiable. In particular, f is holomorphic. �

Here is are a couple useful corollaries of Theorem A.14.
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Lemma A.15. Fix some open, connected subset Ω ⊆ C and some function f : Ω → C. Given holomor-
phic functions fn : Ω → C for each n ∈ N, if fn → f uniformly on all compact subsets D ⊆ U , then f is
holomorphic. In fact, for each w ∈ Ω, we have f ′n(w)→ f ′(w) as n→∞.

Proof. To show f is holomorphic, the point is to use Morera’s theorem. Quickly, note that to show f is
di�erentiable at some particular z ∈ Ω, we may find r > 0 such that B(z, r) ⊆ Ω and then replace Ω with
B(z, r); in particular, we may assume that Ω is simply connected. Each fn is continuous, so we see f is
continuous as well by the uniform convergence. Thus, fixing any closed piecewiseC1 path γ : [0, 1]→ U , we
would like to show ∮

γ

f(z) dz
?
= 0.

Note im γ is compact, so fn → f uniformly on im γ. Thus, fixing any ε > 0, we can find some N such that

|f(z)− fn(z)| < ε

for all n > N . Fixing any n > N , we use Theorem A.7 to see∣∣∣∣∮
γ

f(z) dz

∣∣∣∣ =

∣∣∣∣∮
γ

f(z) dz −
∮
γ

fn(z) dz

∣∣∣∣ ≤ ∮
γ

|f(z)− fn(z)| dz ≤ ε`(γ),

where `(γ) is the length of γ. (Note `(γ) is finite because γ is piecewise C1.) Sending ε → 0+ finishes the
application of Theorem A.14.

It remains to show the last sentence. The point is to use Corollary A.11. Well, for any fixed w ∈ Ω, we
again find some r > 0 such that B(w, r) ⊆ Ω. Then for some ε ∈ (0, r), we let γ be the counterclockwise
path around w with radius ε. Then Corollary A.11 grants

|f ′(w)− f ′n(w)| =
∣∣∣∣ 1

2πi

∮
γ

f(z)

(z − w)2
dz − 1

2πi

∮
γ

fn(z)

(z − w)2
dz

∣∣∣∣
≤ 1

2π
· sup
z∈Ω
{|f(z)− fn(z)|} ·

∮
γ

1

|z − w|2
dz

=
1

2π
· sup
z∈Ω
{|f(z)− fn(z)|} · 2πε

ε2
.

Now, as n→∞, we see that |f(z)− fn(z)| → 0 uniformly, so the final expression goes to 0. This completes
the proof. �

Lemma A.16. Fix some simply connected open subset Ω ⊆ C. Given a holomorphic function f : Ω→ C
which vanishes nowhere, there exists a holomorphic function g : Ω→ C such that f = exp ◦ g.

Proof. By shifting Ω, we may assume that 0 ∈ Ω. By scaling f (which is the same as shifting g), we may
assume that f(0) = 1. Now, note that f is locally a power series by Remark A.10, so f ′ is holomorphic, so
f ′/f is holomorphic because f vanishes nowhere on Ω. Thus, by Theorem A.7, we see that∮

γ

f ′(z)

f(z)
dz = 0

for any closed piecewise C1 path γ : [0, 1] → Ω, where here we are using the fact that Ω is simply con-
nected. Thus, we let g be a primitive for f ′/f ; by shifting g, we may assume that g(0) = 0. Now let h(z) :=
exp(g(z))/f(z) so that we want to show h(z) = 1 for each z; note that f is always nonzero, so h is in fact
holomorphic. Well, we see that

h′(z) =
f(z) · exp(g(z))g′(z)− exp(g(z))f ′(z)

f(z)2
= 0,

so h is constant. But h(0) = 1 by construction of f and g, so h(z) = 1 for each z. �
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Remark A.17. Unwinding the proof of Proposition A.13 and Lemma A.16, we see that we can actually
explicitly define g by

g(z) := log f(z0) +

∫
γ

f ′(z)

f(z)
dz,

where z0 ∈ Ω is any point, and γ is any path connecting z0 to z.

A.5 Di�erentiation Under the Integral
While we’re here, we pick up the following very useful technical result from [Mat01].

Proposition A.18 (Di�erentiation under the integral sign). Let (X,S, µ) be a measurable space, and let
U ⊆ C be open, and let f : U ×X → C and g : X → X be functions satisfying the following properties.

• The function g is integrable; namely,
∫
X
g(t) dt <∞.

• For fixed x, the function z 7→ f(z, x) is holomorphic on U and has |f(z, x)| ≤ g(x) for all s.

• For fixed z, the function x 7→ f(z, x) is measurable.

Then the function F : U → C given by F (z) :=
∫
X
f(z, x) dx is holomorphic on U and satisfies

F ′(z) =

∫
X

∂f

∂z
(z, x) dx.

Proof. We use Morera’s theorem to show F is holomorphic and the Cauchy integral formula to compute
the derivative. The intuition here is that we can control integrals of F easier than its derivatives, so we will
try to turn everything into an integral. For clarity, we proceed in steps.

1. We show F is continuous on U . Well, fix some w ∈ U , and we show F is continuous at w; for con-
creteness, again find r > 0 such that B(w, r) ⊆ U . Indeed, for some distinct w′ ∈ B(w, r), we let
γ : [0, 1] → U denote the straight line from w to w′. Thus, the Fundamental theorem of calculus and
Cauchy’s integral formula grants

F (w′)− F (w) =

∫
X

(
f(w′, x)− f(w, x)

)
dx

=

∫
X

(∫
γ

∂f

∂z
(z, x) dz

)
dx

=
1

2πi

∫
X

(∫
γ

∫
γz

f(z′, x)

(z − z′)2
dz′dz

)
dx,

where γz denotes the counterclockwise circle around z of radius r− 1
2 |w−w

′|, which is insideB(w, r) ⊆
U because z is on the line connecting w to w′. Now, taking absolute values everywhere, we see

|F (w′)−F (w)| ≤ 1

2π

∫
X

(∫
γ

∫
γz

g(t)∣∣r − 1
2 |w − w′|

∣∣2 dz′dz
)
dx ≤ 1

2π

∫
X

g(t) dt ·
`(γ) · 2π

∣∣r − 1
2 |w − w

′|
∣∣∣∣r − 1

2 |w − w′|
∣∣2 ,

where we have used the computation `(γz) = 2π
∣∣r − 1

2 |w − w
′|
∣∣ for each z. Now, as w′ → w, we see

`(γ) = |w−w′| goes to 0, so the entire right-hand side goes to 0. This completes the proof of continuity
at w.

2. We show F is holomorphic on U . It su�ces to show that F is di�erentiable at some fixed w ∈ U and
has the given derivative. As such, we find r > 0 such thatB(w, r) ⊆ U and replace f with its restriction
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to B(w, r) ×X and F with its restriction to B(w, r). In particular, we have reduced to the case where
U is open and convex.
Now, we already know F is continuous, so we may use Morera’s theorem. Well, let γ : [0, 1] → U be
some closed curve, and we want to show∫

γ

F (z) dz =

∫
γ

∫
X

f(z, x) dxdz
?
= 0.

We would like to exchange the two integrals, so we note we have absolute convergence because∫
γ

∫
X

|f(z, x)| dxdz ≤
∫
γ

∫
X

g(x) dxdz ≤ `(γ)

∫
X

g(x) dx <∞.

Thus, Fubini’s theorem lets us write∫
γ

F (z) dz =

∫
X

∫
γ

f(z, x) dzdx =

∫
X

0 dx = 0,

where we have used Cauchy’s theorem to evaluate
∫
γ
f(z, x) dz = 0; recall we reduced to the case

where U is convex above!

3. It remains to compute the derivative of F . Because F is holomorphic, we may use the Cauchy integral
formula: for any w ∈ U , find r such that B(w, r) ⊆ U , and let γ be the loop of radius r/2 around w.
Then

F ′(w) =
1

2πi

∫
γ

F (z)

(z − w)2
dz =

1

2πi

∫
γ

∫
X

f(z, x)

(z − w)2
dxdz.

As usual, we would like to exchange the two integrals, so we note that we have absolute convergence
because ∫

γ

∫
X

∣∣∣∣ f(z, x)

(z − w)2

∣∣∣∣ dxdz ≤ ∫
γ

∫
X

g(x)

(r/2)2
dxdz ≤ `(γ)

(r/2)2

∫
X

g(x) dx <∞.

Thus, Fubini’s theorem lets us write

F ′(w) =

∫
X

(
1

2πi

∫
γ

f(z, x)

(z − w)2
dz

)
dx =

∫
X

∂f

∂z
(w, x) dx,

where we have again applied the Cauchy integral formula. �

Remark A.19. Proposition A.18 might look like needless abstract nonsense with the measure space
floating around, but the point here is that we will be able to flexibly apply this result to exchange deriva-
tives with both usual integrals and infinite sums.

A.6 Infinite Products
Throughout analytic number theory, it is useful to take infinite products for one reason or another. In this
section, we follow [SS03a, Section 5.3]. We begin by discussing products of elements.

Definition A.20 (absolutely converges). Given a sequence of complex numbers {ak}k∈N, the infinite
product

∞∏
k=1

(ak + 1)

converges absolutely if and only if the product
∏∞
k=1(|ak|+ 1) converges.
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Lemma A.21. Let {ak}k∈N be a sequence of complex numbers such that

∞∑
k=1

|ak| <∞.

Then the infinite product
∏∞
k=1(1 + ak) converges and vanishes if and only if some factor vanishes.

Proof. If any factor vanishes, then the entire product converges to 0, so there is nothing to say. Otherwise,
assume that ak 6= −1 for all k, and we must show that the infinite product converges to a nonzero value. We
have two cases.

1. Suppose that |an| < 1/2 for all n. Then we can use the power series to define log. The main claim is
that the infinite sum

∞∑
k=1

log(1 + ak)

converges. In fact, it converges absolutely: we compute
∞∑
k=1

| log(1 + ak)| =
∞∑
k=1

∣∣∣∣∣
∞∑
`=1

(−1)`
a`k
`

∣∣∣∣∣
≤
∞∑
k=1

( ∞∑
`=1

|ak|`

`

)

≤
∞∑
k=1

− log(1− |ak|).

Now, log is concave down on (0,∞), so− log(1− x) is concave up on [0, 1/2], so comparing with a line
segment, we see

− log(1− |ak|) ≤
(1/2− |ak|)(− log(1− 0)) + |ak|(− log(1− 1/2))

1/2
< |ak| ·

− log(1− 1/e)

1/2
= 2|ak|

for each |ak| ∈ [0, 1/2). Thus,
∞∑
k=1

| log(1 + ak)| ≤
∞∑
k=1

− log(1− |ak|) ≤
∞∑
k=1

2|ak| = 2

∞∑
k=1

|ak|,

completing the proof of the claim.
To complete the proof in this case, we use the fact that exp is continuous to write

∞∏
k=1

(1 + ak) = lim
n→∞

n∏
k=1

(1 + ak)

= lim
n→∞

exp

(
n∑
k=1

log(1 + ak)

)

= exp

(
lim
n→∞

n∑
k=1

log(1 + ak)

)

= exp

( ∞∑
k=1

log(1 + ak)

)
,

which we already know converges (absolutely). Additionally, we converge to a nonzero value because
exp(z) 6= 0 for all z ∈ C. This is what we wanted.
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2. In the general case, note that the convergence of the sum
∑∞
k=1 |ak| enforces |ak| → 0 as k →∞. Thus,

there exists some n such that |ak| < 1/2 for k > N , so we see
∞∏
k=1

(1 + ak) =

n∏
k=1

(1 + ak) ·
∞∏

k=n+1

(1 + ak).

The left product is finite, and the right product converges by the previous step: note
∑∞
k=n+1 |ak| <∞

because
∑∞
k=1 |ak| < ∞. Thus, the entire product converges, and it converges to a nonzero value

because the left and right factors above are both nonzero. �

Remark A.22. In fact, by replacing {ak}k∈N with {|ak|}k∈N, the lemma tells us that

∞∏
k=1

(1 + |ak|)

also converges. In particular, the product converges absolutely.

We even have a converse to the above result.

Lemma A.23. Fix a sequence of complex numbers {ak}k∈N such that the infinite product

∞∏
k=1

(1 + ak)

converges absolutely. Then
∑∞
k=1 |ak| converges.

Proof. We may replace {ak}k∈N with {|ak|}k∈N so that we can assume that the ak are positive real numbers.
Now, the convergence of the infinite product allows us to use the continuity of log to write

log

( ∞∏
k=1

(1 + ak)

)
= log

(
lim
n→∞

n∏
k=1

(1 + ak)

)
= lim
n→∞

n∑
k=1

log(1 + ak) =

∞∑
k=1

log(1 + ak).

In particular, this infinite sum converges, so log(1 + ak) → 0 as k → ∞, so we can find N large enough so
that log(1 + ak) < log(3/2) for each k > N , meaning that 1 + ak < 3/2 and so ak < 1/2. But here we note
that log is concave down, so

log(1 + ak) ≥ (1/2− ak) log(1 + 0) + ak log(1 + 1/2)

1/2
= ak · 2 log(3/2).

For psychological reasons, we note that 3 log(3/2) = log(27/8) > log 3 > 1, so we see log(1 + ak) > 2
3ak

here. In total, we see

∞∑
k=1

ak =

N∑
k=1

ak +
3

2

∑
k>N

2

3
ak ≤

N∑
k=1

ak +
3

2

∑
k>N

log(1 + ak) <∞,

so the sum converges. This completes the proof. �

Remark A.24. Combining Lemmas A.21 and A.23 shows that an infinite product which converges ab-
solutely will only vanish if any of the factors vanish.

Now that we know how to take infinite products of elements, we can also take infinite products of functions.
Here is our analogue of the Weierstrass M-test.
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Proposition A.25. Fix an open subset Ω ⊆ C and a sequence {fk}k∈N of holomorphic functions Ω→ C.
Suppose that we have constants {ck}k∈N ⊆ C such that

∞∑
k=1

|ck| <∞ and |fk(z)− 1| < |ck| for all z.

Then the infinite product f(z) :=
∏∞
k=1 fk(z) converges absolutely and uniformly on compacts to a

holomorphic function Ω→ C.

Proof. Set ak(z) := fk(z)− 1 for each k. Then we see

∞∑
k=1

|ak(z)| ≤
∞∑
k=1

|ck| <∞,

so Remark A.22 implies that the infinite product f(z) converges absolutely for all z ∈ C.
Now, because each fk is holomorphic, each partial product defining f is holomorphic, so it su�ces by

Lemma A.15 to show that the partial products converge uniformly to f . As in the previous proof, we have
two cases.

1. Suppose that |ck| < 1/2 for each k. The idea is to use exp to turn our product into a sum. For technical
reasons, we start by noting that m > n gives∣∣∣∣∣

n∑
k=m

log fk(z)

∣∣∣∣∣ ≤
n∑

k=m

| log(1 + ak(z))| ≤
n∑

k=m

− log(1− |ak(z)|) ≤
n∑

k=m

− log(1− |ck|) ≤ 2

n∑
k=m

|ck|,

where we have bounded as in the previous proof. (Here, log is defined using the power series.) In
particular, this partial sum and even the full series has magnitude bounded by C := 2

∑∞
k=1 |ck|.

For psychological reasons, we note that exp has continuous and hence bounded derivative on the com-
pact setB(0, C), so exp is Lipschitz continuous; letL be the Lipschitz constant for exp. The main com-
putation is that any z ∈ D have∣∣∣∣∣f(z)−

n∏
k=1

fk(z)

∣∣∣∣∣ =

∣∣∣∣∣exp

( ∞∑
k=1

log(1 + ak(z))

)
− exp

(
n∑
k=1

log(1 + ak(z))

)∣∣∣∣∣
≤ L

∣∣∣∣∣
∞∑

k=n+1

log(1 + ak(z))

∣∣∣∣∣
≤ 2L

∞∑
k=n+1

|ck|

by the above bounding. However, as n → ∞, this right-hand side goes to 0 because
∑∞
k=1 |ck| con-

verges. The uniform convergence follows.

2. We reduce to the above case. Because
∑∞
k=1 |ck| converges, we see |ck| → 0 as k →∞, so there exists

n such that |ck| < 1/2 for k > n. Thus,

f(z) =

n∏
k=1

fk(z) ·
∞∏

k=n+1

fk(z).

By the previous step, the convergence in the right (infinite) product is uniform, and the left term is a
finite product, so the convergence in the original product is also uniform. �
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Remark A.26. It might look concerning that we have full uniform convergence instead of the usual more
mild uniform convergence on compacts. However, the hypothesis requires that the fk are bounded, so
Ω will have to be pretty small anyway if the fk are nonconstant.

Remark A.27. Note that the above proof shows that, for any z ∈ C, the sequence {an(z)}n∈N satisfies
the hypotheses of Lemma A.21. Thus, f(z) = 0 if and only if fk(z) = 0 for some k. As such, if f(z) 6= 0,
we note that the above proof tells us that the equality

log f(z) =

∞∑
k=1

log fk(z)

makes sense, and the sum converges absolutely.

Because we are doing analysis, it will also be beneficial to be able to compute derivatives.

Corollary A.28. Fix an open subset Ω ⊆ C and a sequence {fk}k∈N of holomorphic functions Ω → C.
Suppose that the infinite product f(z) :=

∏∞
k=1 fk(z) converges absolutely and uniformly on compacts.

Then
f ′(z)

f(z)
=

∞∑
k=1

f ′k(z)

fk(z)

if f(z) 6= 0.

Proof. Let pn(z) denote the nth partial product. By Lemma A.15, we know that p′n(z) → f ′(z) as n → ∞.
Now, f(z) 6= 0 implies that fk(z) 6= 0 for each k by Remark A.27, so pn(z) 6= 0 for each n as well. Thus, we
may add in the fact pn(z)→ f(z) as n→∞ to compute

f ′(z)

f(z)
= lim
n→∞

p′n(z)

pn(z)

∗
= lim
n→∞

n∑
k=1

f ′k(z)

fk(z)
=

∞∑
k=1

f ′k(z)

fk(z)
.

Note that ∗= holds because we can formally check that (ab)′(z)
(ab)(z) = a′(z)

a(z) + b′(z)
b(z) for holomorphic functions a and

b not vanishing at z. In particular, there is no need for a logarithm here. �

151



APPENDIX B
ENTIRE FUNCTIONS

In this chapter, we provide enough of the theory of entire functions in order to state and prove the
Hadamard factorization theorem. Throughout this section, entire functions will be nonzero. We follow
[SS03a, Chapter 5].

B.1 Counting Zeroes

It will be useful to bound the number of zeroes of a nonzero entire function, so we establish some nota-
tion.

Notation B.1. Fix a nonzero entire function f : C→ C. Then we letZf (r) denote the multiset of complex
numbers z ∈ B(0, r) such that f(z) = 0, counted with multiplicity. Additionally, we setnf (r) := #Zf (r).

Remark B.2. If f : C → C is a nonzero entire function, then nf (r) is indeed finite: indeed, if nf (r) is
infinite, then we claim f = 0. To see this, we note f has infinitely many zeroes in the compact set
B(0, r), which has two cases.

• If f has infinitely many distinct zeroes in B(0, r), then the zero-set of f must have a limit point
because it is an infinite subset of a compact set. But this implies f = 0.

• If f has a zero w of order infinity, then the Taylor expansion of f around w vanishes identically. It
follows that f vanishes in an open neighborhood of w, so f has infinitely many zeroes, reducing
to the previous case.

We will shortly be able to roughly bound the number of zeroes of f by the growth rate of f , but for the
purpose of this section, we will not place constraints on the growth rate of f . To begin this counting, we
pick up the following lemma.

Lemma B.3. Fix a nonzero entire function f : C→ C such that f(0) 6= 0. For any R > 0, we have∫ R

0

nf (r)
dr

r
=

∑
f(z)=0
|z|<R

log

∣∣∣∣Rz
∣∣∣∣ ,

where the sum counts zeroes with multiplicity.
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Proof. Note that the f(0) 6= 0 hypothesis is included to ensure that the sum is well-defined. For each z ∈
Zf (R), we will use the indicator 1>|z|(r) to indicate z ∈ B(0, r). In particular, we compute

∫ R

0

nf (r)
dr

r
=

∫ R

0

( ∑
z∈Zf (R)

1>|z|(r)

)
dr

r

∗
=

∑
z∈Zf (r)

(∫ R

0

1>|z|(r)
dr

r

)

=
∑

z∈Zf (r)

(∫ R

|z|

dr

r

)

=
∑

z∈Zf (r)

log

∣∣∣∣Rz
∣∣∣∣ ,

which is what we wanted. Notably, we are able to switch the sum and integral in ∗= because the sum is finite
by Remark B.2. �

As such, we are motivated to understand this summation of logarithms as a proxy to understand nf (r). This
is the content of Jensen’s theorem.

Theorem B.4 (Jensen). Fix a nonzero entire function f : C → C such that f(0) 6= 0. Further, suppose f
does not vanish on ∂B(0, R) for some R > 0. Then

log |f(0)| =
∑

f(z)=0
|z|<R

log
∣∣∣ z
R

∣∣∣+
1

2π

∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ.

Proof. This is essentially a consequence of the Cauchy integral formula. Again, note that f(0) 6= 0 is required
for the sum to make sense. Anyway, we proceed in steps to build up to the general case.

1. Suppose that f does not vanish on B(0, R) so that f does not vanish on B(0, R). Here, the sum is
empty, so we would like to show

log |f(0)| ?
=

1

2π

∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ. (B.1)

The idea is to apply the Cauchy integral formula to a suitably defined logarithm of f . This logarithm
will exist because f is nonzero in our region.

Quickly, we claim that f does not vanish onB(0, R+ ε) for some ε > 0. Indeed, suppose not. Then for
each n, we can find rneiθn ∈ B(0, R+ 1/n) such that f(zn) = 0. In particular, we seeR < rn < R+ 1/n
for each n, and eiθn ∈ S1.

Thus, rn → R as n → ∞, and having infinitely many elements eiθn in the compact set S1 forces the
θn to have a subsequence eiθnk to converge to some eiθ. It follows that rnkeiθnk → Reiθ, so because
f−1({0}) is closed, we see thatReiθ lives in f−1({0}), so f vanishes on some point in ∂B(0, R). This is
a contradiction to the construction of R.

We now continue the proof with our ε > 0 such that f does not vanishB(0, R+ ε). Because f does not
vanish, andB(0, R+ε) is simply connected, we can use Lemma A.16 to define g so that g is holomorphic
and satisfies f(z) = exp(g(z)).
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We now apply the Cauchy integral formula to g(z). Let γR be the path θ 7→ Reiθ so that the Cauchy
integral formula grants

g(0) =
1

2πi

∮
γR

g(z)

z
dz

=
1

2πi

∫ 2π

0

g
(
Reiθ

)
Reiθ

· iReiθ dθ

=
1

2π

∫ 2π

0

g
(
Reiθ

)
dθ.

Now, we see log |f(z)| = log | exp(g(z))| = log exp(Re g(z)) = Re g(z), so taking real parts of the above
equation yields (B.1), as desired.

2. Suppose f(z) = z − w for some nonzero w ∈ B(0, R). Notably, f has only the root w, so after some
rearranging, we would like to show

0
?
=

1

2π

∫ 2π

0

log
∣∣eiθ − w/R∣∣ dθ.

(Notably, log |f(0)| = w.) We now would like to reduce to the previous case; set α := R/w so that
|α| > 1. Now, we send θ 7→ −θ, so we see

1

2π

∫ 2π

0

log
∣∣eiθ − 1/α

∣∣ dθ =

∫ 2π

0

log
∣∣e−iθ − 1/α

∣∣ dθ =
1

2π

∫ 2π

0

log
∣∣1− eiθ/α∣∣ dθ,

where we have factored out log
∣∣e−iθ∣∣ = log 1 = 0.

Thus, we set g(z) := 1− z/α so that g is entire but does not vanish onB(0, 1) so that the previous case
implies

0 = log 1 = log |g(z)| = 1

2π

∫ 2π

0

log
∣∣g (eiθ)∣∣ dθ =

1

2π

∫ 2π

0

log
∣∣1− eiθ/α∣∣ dθ,

which is what we wanted.

3. To set up the finish of the proof, suppose that the theorem is true for the nonzero entire functions
f1, f2 : C → C. Then we claim that the theorem is true for f1f2. Indeed, we see (f1f2)(0) 6= 0 implies
f1(0), f2(0) 6= 0. Further, for any R > 0, we see f1f2 not vanishing on ∂B(0, R) implies that f2f2 does
not vanish on ∂B(0, R) also.
Thus, the theorem hypotheses hold for both f1 and f2 if they hold for f1f2. Now, for i ∈ {1, 2}, letZi(R)
denote the multiset zeroes of fi inB(0, R) counted with multiplicity. Then the multisetZ1(R)∪Z2(R)
is the multiset of zeroes of f1f2 counted with multiplicity. Now, applying the theorem statement to
both f1 and f2, we compute

log |(f1f2)(0)| = log |f1(0)|+ log |f2(0)|

=
∑

z∈Z1(R)

log
∣∣∣ z
R

∣∣∣+
1

2π

∫ 2π

0

log
∣∣f1

(
Reiθ

)∣∣ dθ
+

∑
z∈Z2(R)

log
∣∣∣ z
R

∣∣∣+
1

2π

∫ 2π

0

log
∣∣f2

(
Reiθ

)∣∣ dθ
=

∑
z∈Z1(R)∪Z2(R)

log
∣∣∣ z
R

∣∣∣+
1

2π

∫ 2π

0

log
∣∣(f1f2)

(
Reiθ

)∣∣ dθ,
so the theorem statement also holds for f1f2. This is what we wanted.
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4. We now finish the proof in the general case. We define g : C \ Zf (R)→ C by

g(z) :=
f(z)∏

w∈Zf (R)(z − w)
.

Now, the right-hand side will only have removable singularities at each element of Zf (R), so in fact
we may extend analytically g to all C so that

f(z) = g(z)
∏

w∈Zf (R)

(z − w).

By the first step, the theorem statement holds for g, and by the second step, the theorem statement
holds for each z − w. (Note w 6= 0 because 0 /∈ Zf (R) because f(0) 6= 0.) Thus, by the previous step,
we may inductively take the product to show that the theorem statement holds for f , which is what
we wanted. �

Corollary B.5. Fix a nonzero entire function f : C → C such that f(0) 6= 0. For any R > 0 such that f
does not vanish on ∂B(0, R), we have∫ R

0

nf (r)
dr

r
= − log |f(0)|+ 1

2π

∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ.

Proof. By Lemma B.3 and Theorem B.4, we see∫ R

0

nf (r)
dr

r
=

∑
f(z)=0
|z|<R

log

∣∣∣∣Rz
∣∣∣∣ = − log |f(0)|+ 1

2π

∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ,

which is what we wanted. �

B.2 Functions of Bounded Order
Here is the central definition of this section.

Definition B.6 (order). A function f : C → C has order bounded by ρ for some ρ > 0 if and only if there
are A,B > 0 such that

|f(z)| ≤ AeB|z|
ρ

.

Then we define the order ρ(f) as the infimum of the real numbers ρ ≥ 0 such that f has order bounded
by ρ. Note that we are permitting ρ(f) = +∞.

Here are some starting examples and remarks.

Example B.7. Any polynomial f(z) ∈ C[z] has order 0. Indeed, write f(z) =
∑n
k=0 akz

k so that any ρ > 0
has

lim
|z|→∞

|f(z)|e−|z|
ρ

≤
n∑
k=0

lim
r→∞

akr
ke−r

ρ

=

n∑
k=0

lim
r→∞

akr
k/ρ

er
= 0,

where the last equality holds by, say, L’Hôpital’s rule. Thus, z 7→ |f(z)|e−|z|ρ is a bounded function on C
(there existsR such that it is bounded by 1 for |z| > R, and the continuous function is certainly bounded
on the compact set B(0, R)), so we can find A > 0 such that |f(z)| ≤ Ae−|z|

ρ for any z ∈ C. It follows
that f has order bounded by ρ for any ρ > 0, so ρ(f) = 0.
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Example B.8. For any A,B, ρ > 0, the function f(z) := AeB|z|
ρ has order ρ. We now claim that f has

order bounded by ρ′ if and only if ρ′ ≥ ρ, which will finish the proof. This has the following components.

• If ρ′ = ρ, then the inequality |f(z)| ≤ AeB|z|ρ tells us that f has order bounded by ρ′.

• For any ρ′ > ρ, we claim that f has order bounded by ρ′. Indeed, we see that

lim
|z|→∞

|f(z)|e−|z|
ρ′

= A exp

(
lim
|z|→∞

B|z|ρ · lim
|z|→∞

(
1− |z|ρ−ρ

′
))

= 0

because |z|ρ → ∞ as |z| → ∞. Thus, |f(z)|e−|z|ρ
′

is bounded, so we can find M > 0 such that
|f(z)| ≤Me|z|

ρ′ for any z ∈ C.

• For any 0 < ρ′ < ρ, we claim that f does not have order bounded by ρ′. Indeed, suppose for
the sake of contradiction that we have A′, B′ > 0 such that |f(z)| ≤ A′eB

′|z|ρ
′

. Then the function
eB|z|

ρ−B′|z|ρ
′

is bounded above by A′/A, but

lim
|z|→∞

eB|z|
ρ−B′|z|ρ

′

= exp

(
lim
|z|→∞

B|z|ρ
′
· lim
|z|→∞

(
1− (B/B′)|z|ρ

′−ρ
))

= +∞.

Remark B.9. For any function f : C→ C, if f has order bounded by ρ, then f has order bounded by ρ′ for
any ρ′ > ρ. Indeed, we are granted A,B > 0 such that |f(z)| ≤ AeB|z|

ρ , so it su�ces to find constants
A′, B′ > 0 such that AeB|z|ρ ≤ A′eB

′|z|ρ
′

. But AeB|z|ρ has order bounded by ρ′ by Example B.8, so we
are done.

Remark B.10. If f has order bounded by α, and g has order bounded by β, then fg has order bounded
by max{α, β}. Without loss of generality, take α ≥ β. Now, |g(z)| ≤ AeB|z|

β for some A,B > 0, so
Example B.8 implies that there exist A′, B′ > 0 such that |g(z)| ≤ A′eB

′|z|α because α ≥ β. But f also
has constants A′′, B′′ > 0 such that |f(z)| ≤ A′′eB′′|z|α , so

|(fg)(z)| ≤ A′A′′e(B′+B′′)|z|α ,

implying that fg has order bounded by α.

Remark B.11. If the entire function f : C → C of order bounded by ρ has a zero at z = 0, then g(z) :=
f(z)/z still has order bounded by ρ. Indeed, we do know that there are A,B > 0 such that |f(z)| ≤
AeB|z|

ρ for z ∈ C. Now, g(z)e−B|z|
ρ is a continuous function and hence bounded by some constant

A′ > 0 on B(0, 1). However, |z| > 1, we see

|g(z)|e−B|z|
ρ

≤ |f(z)|e−B|z|
ρ

≤ A.

Thus, we see |g(z)| ≤ max{A,A′}eB|z|ρ , so g has order bounded by ρ.

It is a key fact, now, that we can count the number of zeroes of a function of bounded order.

Proposition B.12. Fix a nonzero entire function f : C → C with order bounded by ρ > 0. Then there
exists a constant C,D > 0 such that nf (R) ≤ Crρ for R > D.

Proof. We would like to use Corollary B.5. We handle two cases.
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1. Suppose f(0) 6= 0 so that Corollary B.5 applies. In particular, the key observation is that nf (r) is an
increasing function. As such, we compute∫ 2R

R

nf (r)
dr

r
= − log |f(0)|+ 1

2π

∫ 2π

0

log
∣∣f (2Reiθ)∣∣ dθ

−
(
− log |f(0)|+ 1

2π

∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ)

=
1

2π

∫ 2π

0

log
∣∣f (2Reiθ)∣∣ dθ − ∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ.

However, because |f(z)| ≤ AeB|z|ρ for some A,B > 0, we can upper-bound

1

2π

∫ 2π

0

log
∣∣f (2Reiθ)∣∣ dθ ≤ 1

2π

∫ 2π

0

log
∣∣∣AeBRρ∣∣∣ dθ = logA+

BRρ

2π
,

so it follows that∫ 2R

R

nf (r)
dr

r
≤
∣∣∣∣ 1

2π

∫ 2π

0

log
∣∣f (2Reiθ)∣∣ dθ∣∣∣∣+

∣∣∣∣∫ 2π

0

log
∣∣f (Reiθ)∣∣ dθ∣∣∣∣ ≤ 2 logA+

B (1 + 2ρ)

2π
Rρ.

On the other hand, because nf is increasing, we can lower-bound∫ 2R

R

nf (r)
dr

r
≥ nf (R)

∫ 2R

R

dr

r
= nf (R) log 2.

In total, we see

nf (R)R−ρ ≤ 2 logA

log 2
·R−ρ +

B (1 + 2ρ)

2π
.

AsR→∞, the right-hand side approachesB (1 + 2ρ) /2π, so we can find someD such that the right-
hand side is less than or equal toB (1 + 2ρ) /π forR > D. Thus, nf (R) ≤ B(1+2ρ)

π Rρ forR > D, which
is what we wanted.

2. We now reduce to the case where f(0) 6= 0. Suppose f has a zero order of m at 0. If m = 0, then we
are already done by the previous case. Otherwise, set g(z) := f(z)/zm, which has only a removable
singularity at z = 0 and thus extends to an entire function g : C → C such that g(0) 6= 0 while f(z) =
zmg(z). Note thatnf (R) = m+ng(R) for anyR > 0, and g still has order bounded by ρby Remark B.11.
It follows from the previous step that there are C,D > 0 such that R > D have

nf (R)R−ρ = mR−ρ + ng(R)R−ρ = mR−ρ + C.

Again, asR→∞, the right-hand side approachesC, so we can selectD′ > 0 such that the right-hand
side is less than or equal to 2C. Thus, nf (R) ≤ 2CRρ for R > max{D,D′}, which finishes. �

Having a polynomial bound on the number of zeroes lets us bound sums with these zeroes.

Corollary B.13. Fix a sequence of nonzero complex numbers {zk}k∈N such that

nf (r) := #{k : zk < r} � rρ

for some positive real number ρ. For any σ > ρ, the sum

∞∑
k=1

1

|zk|σ

converges. (Note that this sum may be finite.)
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Proof. We use the dyadic decomposition. Because we are working with an infinite sum of positive numbers,
it su�ces to bound the sum from above. Now, from Proposition B.12, we seenf (R) ≤ CRρ for someR > D;
by replacing D with 2dlogDe > D to no ill e�ect, we may assume that D = 2d for some positive integer d.
Thus, we write

∞∑
k=1

1

|zk|σ
=

∑
z∈Zf (D)\{0}

1

|z|σ
+ lim
R→∞

∑
f(z)=0
|z|≥D

1

|z|σ

≤
∑

z∈Zf (D)\{0}

1

|z|σ
+

∞∑
k=d

( ∑
f(z)=0

2k≤|z|<2k+1

1

|z|σ

)

≤
∑

z∈Zf (D)\{0}

1

|z|σ
+

∞∑
k=d

nf
(
2k+1

)
2kσ

≤
∑

z∈Zf (D)\{0}

1

|z|σ
+ C

∞∑
k=d

2(k+1)ρ

2kσ

≤
∑

z∈Zf (D)\{0}

1

|z|σ
+ 2ρC

∞∑
k=d

2k(ρ−σ)

≤
∑

z∈Zf (D)\{0}

1

|z|σ
+ 2ρC · 2d(ρ−σ)

1− 2ρ−σ
,

which is indeed finite. �

B.3 Elementary Factors
Hadamard’s factorization theorem requires taking an infinite product of some special factors with pre-
scribed zeroes. Here are those factors.

Definition B.14 (elementary factor). Given a nonnegative integern, the elementary factorEn(z) is given
by

En(z) := (1− z)ez+z
2/2+···+zn/n.

In particular, E0(z) = 1− z.

The proof of Hadamard’s factorization theorem will roughly amount to combining Lemma A.16 with various
bounds on elementary factors. As such, we take the time to establish the needed bounds on our elementary
factors.

Lemma B.15. Given a nonnegative integer n, we have |1− En(z)| ≤ 2e|z|n+1 if |z| ≤ 1/2.

Proof. Because |z| ≤ 1/2, we may use the power series to define log. Thus, we see

En(z) = exp

(
log(1− z) +

n∑
k=1

zk

k

)
= exp

(
−
∞∑
k=1

zk

k
+

n∑
k=1

zk

k

)
= exp

(∑
k>n

zk

k

)
.

Now, for brevity, set z′ :=
∑
k>n z

k/k. The bound on z′ we will need is

|z′| =

∣∣∣∣∣zn+1
∞∑
k=0

zk

k + n+ 1

∣∣∣∣∣ ≤ |z|n+1
∞∑
k=0

|z|k

k + n+ 1
≤ |z|n+1

∞∑
k=0

(
1

2

)k
= 2|z|n+1.
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On the other hand, we see

|1− En(z)| = |1− exp(z′)|

=

∣∣∣∣∣−
∞∑
k=1

(z′)k

k!

∣∣∣∣∣
≤
∞∑
k=1

|z′|k

k!

= exp(|z′|)− 1.

However, n ≥ 0, so |z′| ∈ [0, 1]. Thus, because exp is concave up, we see that

exp(|z′|)− 1 ≤ (1− |z′|)(exp(0)− 1) + |z′|(exp(1)− 1) < e|z′|.

In total, we conclude |1− En(z)| ≤ e|z′| ≤ 2e|z|n+1. �

Lemma B.16. Given a nonnegative integer n, we have |En(z)| ≥ exp
(
−2|z|n+1

)
if |z| ≤ 1/2.

Proof. As in the previous proof, |z| ≤ 1/2 allows us to define log by power series so that

En(z) = exp

(∑
k>n

zk

k

)
.

Again, we set z′ :=
∑
k>n

zk

k for brevity and compute

|En(z)| = | exp(z′)|
= exp(Re z′)

≥ exp(−|z′|)

= exp

(
−

∞∑
k=n+1

|z|k

k

)

= exp

(
− |z|n+1

∑
k=0

|z|k

k + n+ 1

)

≥ exp

(
− |z|n+1

∑
k=0

(1/2)k

)
= exp

(
−2|z|n+1

)
,

which is what we wanted. �

Lemma B.17. Given a nonnegative integer n, we have |En(z)| ≥ |1− z| exp (−2|z|n) for |z| ≥ 1/2.

Proof. Similar to the previous proof, we see∣∣∣∣∣exp

(
n∑
k=1

zk

k

)∣∣∣∣∣ = exp

(
Re

n∑
k=1

zk

k

)
= exp

(
n∑
k=1

(Re z)k

k

)
≥ exp

(
−

n∑
k=1

|z|k

k

)
.

However, we see
n∑
k=1

|z|k

k
≤ |z|n

n∑
k=1

|z|k−n

k
≤ |z|n

n∑
k=1

(1/2)k−n

1
< |z|n

∞∑
k=0

(
1

2

)k
= 2|z|n.
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Combining,

|En(z)| = |1− z|

∣∣∣∣∣exp

(
n∑
k=1

zk

k

)∣∣∣∣∣ ≥ |1− z| exp

(
−

n∑
k=1

|z|k

k

)
≥ |1− z| exp (−2|z|n) ,

which is what we wanted. �

B.4 Hadamard Factorization
Throughout this section, f : C → C will be a nonzero entire function of (finite) order ρ0; set n := bρ0c for
brevity. We will also let {zk}k∈λ denote the nonzero zeroes of f (with multiplicity), where λ is either finite or
N, ordered by magnitude. Notably, Remark B.2 tells us that there are only finitely zeroes with fixed bounded
magnitude, so such an ordering possible.

The key to the proof will be the following lower bound on a product of elementary factors.

Lemma B.18. Fix a nonnegative real number ρ0, and set n := ρ0. Further, fix a sequence {zk}k∈λ of
countably many nonzero such that

nf (r) := #{k : zk < r} � rρ0+ε

for any ε > 0. Then given a real number s such that ρ0 < s < n+ 1, there is some c > 0 such that∣∣∣∣∣∏
k∈λ

En(z/zk)

∣∣∣∣∣ ≥ exp (−c|z|s) for |z − zk| ≥ |zk|−n−1

for |z| su�ciently large, and the infinite product converges absolutely and uniformly on compacts to an
entire function for all z ∈ C.

Proof. We begin by showing that the infinite product converges absolutely and uniformly on compacts to
an entire function; we use Proposition A.25. Indeed, for any compact subsetD ⊆ C, we knowD is bounded,
so find R such that D ⊆ B(0, R). Then we are able to divide the infinite product into

∏
k∈λ

En(z/zk) =

( ∏
|zk|≤2R

En(z/zk)

︸ ︷︷ ︸
P1(z):=

)( ∏
|zk|>2R

En(z/zk)

︸ ︷︷ ︸
P2(z):=

)

because the zk have been ordered by magnitude. Now, the P1(z) factor is finite and will therefore not af-
fect our convergence, so we focus on showing that P2 converges absolutely and uniformly on D. Well, by
Lemma B.15, we see that any zk with |zk| > 2R gives |z/zk| < 1/2, so

|1− En(z/zk)| ≤ 2e|z/zk|n+1 ≤ 2Rn+1

|zk|n+1
,

but ∑
k∈λ

2Rn+1

|zk|n+1
= 2Rn+1

∑
k∈λ

1

|zk|n+1

converges by hypothesis. Thus, Proposition A.25 kicks in to tell us that our infinite product converges ab-
solutely and uniformly on D.

It remains to show the lower bound. Quickly, note that no term of the product will ever vanish by defini-
tion of the elementary factors and the fact that |z − zk| ≥ |zk|−n−1 for each zk. This is somewhat technical.
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As above, we divide the product into factors depending on |z|, though here we write

∏
k∈λ

En(z/zk) =

( ∏
|zk|≤2|z|

En(z/zk)

︸ ︷︷ ︸
Q1(z):=

)( ∏
|zk|>2|z|

En(z/zk)

︸ ︷︷ ︸
Q2(z):=

)
.

We now bound these terms independently.

• We control Q2 using Lemma B.16. Indeed, we see

|Q2(z)| =
∏

|zk|>2|z|

|En(z/zk)|

≥
∏

|zk|>2|z|

exp
(
−2|z/zk|n+1

)
∗
= exp

( ∑
|zk|>2|z|

−2|z/zk|n+1

)

= exp

(
− 2|z|n+1

∑
|zk|>2|z|

1

|zk|n+1

)
,

and this last sum again converges by Corollary B.13; note ∗= is valid here by the continuity of exp and
the fact that our infinite product already converges.
To finish our bounding here, we see

1

|zk|n+1
≤ 1

|zk|n+1−s ·
1

|zk|s
≤ 1

(2|z|)n+1−s ·
1

|zk|s
,

because n+ 1− s > 0, so

|Q2(z)| ≥ exp

(
− 2s−n|z|s

∑
|zk|>2|z|

1

|zk|s

)
= exp (−c1|z|s)

for c2 := 2s−n
∑
|zk|>2|z| 1/|zk|s. (The sum still converges by Corollary B.13.) Note c2 > 0.

• We control Q1 using Lemma B.17 and the fact that |z − zk| ≥ |zk|−n−1 for each zk. Indeed, freely
rearranging this finite product, we see

|Q1(z)| =
∏

|zk|≤2|z|

|En(z/zk)|

≥
∏

|zk|≤2|z|

(∣∣∣∣1− z

zk

∣∣∣∣ exp (−2|z/zk|n)

)

=
∏

|zk|≤2|z|

∣∣∣∣1− z

zk

∣∣∣∣ · exp

(
− 2|z|n

∑
|zk|≤2|z|

1

|zk|n

)
.

The left term here will be di�cult to bound, but we can control the right term here as we did with Q2.
Indeed, we see

1

|zk|n
≤ 1

|zk|n−s
· 1

|zk|s
≤ 1

(2|z|)n−s
· 1

|zk|s
,

because n− s < 0, so

exp

(
− 2|z|n

∑
|zk|≤2|z|

1

|zk|n

)
≥ exp

(
− 2s−n+1|z|s

∑
|zk|>2|z|

1

|zk|s

)
= exp (−c2|z|s)

161



B.4. HADAMARD FACTORIZATION 191: ANALYTIC NUMBER THEORY

for c′2 := 2s−n+1|z|s
∑
|zk|>2|z| 1/|zk|s. Note c′1 > 0.

We now focus on the left term. By hypothesis on z, we see∏
|zk|≤2|z|

∣∣∣∣1− z

zk

∣∣∣∣ =
∏

|zk|≤2|z|

∣∣∣∣z − zkzk

∣∣∣∣
≥

∏
|zk|≤2|z|

|zk|−n−2

≥
(
(2|z|)−n−2

)nf (2|z|)

= exp (−(n+ 2) log(2|z|)nf (2|z|)) .

Now, f has order bounded by s > ρ0 (formally, one must use Remark B.9 here), so hypothesis tells us
that nf (2|z|) ≤ C|z|s for |z| su�ciently large. In total, we set c′′1 := −C(n+ 2) log(2|z|) so that∏

|zk|≤2|z|

∣∣∣∣1− z

zk

∣∣∣∣ ≥ exp (−c′′1 |z|s) .

Thus, for c1 := c′1 + c′′1 , we see |Q1(z)| ≥ exp (−c1|z|s) for |z| su�ciently large.

In total, we see that ∣∣∣∣∣∏
k∈λ

En(z/zk)

∣∣∣∣∣ = |Q1(z)| · |Q2(z)| ≥ exp (−(c1 + c2)|z|s)

for |z| su�ciently large. This is what we wanted. �

We will use Lemma B.18 in the following form.

Lemma B.19. Fix everything as above. Then there is an unbounded set of positive real numbers R ⊆ R
and constant c > 0 such that∣∣∣∣∣∏

k∈λ

En(z/zk)

∣∣∣∣∣ ≥ exp (−c|z|s) for |z| ∈ R.

Proof. The hypotheses on {zk} are satisfied by Proposition B.12 and Corollary B.13. Quickly, note that the
infinite product makes sense by Lemma B.18. In order to use Lemma B.18, we let µ denote the Lebesgue
measure and note

µ

( ⋃
k∈λ

(
|zk| − |zk|−n−1, |zk|+ |zk|−n−1

)
︸ ︷︷ ︸

S:=

)
≤ 2

∑
k∈λ

1

|zk|n+1

converges by Corollary B.13, so µ(S) is finite. Now, we note that |z − zk| < |zk|−n−1 for some zk implies
|z| ∈

(
|zk| − |zk|−n−1, |zk|+ |zk|−n−1

)
⊆ S, so we are roughly looking for real numbers r not in S.

Now, the “su�ciently large” condition on |z| in Lemma B.18 amounts to requiring |z| > D for some
D > 0. Thus, we set

R := {r > D : r /∈ S}.
If R were bounded above, then there would be some M such that any r > M has either r ≤ D or r ∈ S,
meaning that (max{M,D},∞) ⊆ S, which is a contradiction because S has finite measure. Thus, R is not
bounded above.

Lastly, note that any z ∈ C with |z| ∈ R has |z| su�ciently large and |z| /∈ S and thus |z − zk| ≥ |zk|−n−1

for each zk, giving ∣∣∣∣∣∏
k∈λ

En(z/zk)

∣∣∣∣∣ ≥ exp (−c|z|s) for |z| = rm

by Lemma B.18. This is what we wanted. �
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In particular, the above lemma will be plugged into the following proposition.

Proposition B.20. Fix an entire function g : C → C and positive real number s > 0. Suppose there is
a constant C > 0 and an unbounded set of positive real numbers R ⊆ R such that Re g(z) ≤ C|z|s if
|z| ∈ R. Then g is a polynomial of degree less than or equal to s.

Proof. This proof does not use the notation of the rest of the section. Because g is analytic (by Remark A.10),
there is ε > 0 such that we may write

g(z) =

∞∑
k=0

gkz
k

for z ∈ B(0, ε). By di�erentiating the power series by hand, we see that gn = g(n)(0)/n! for each n ≥ 0.
However, by Cauchy’s integral formula in the form Corollary A.11, we let γr denote the counterclockwise
circle around z = 0 with radius r ∈ R and see

gn =
g(n)(0)

n!

=
1

2πi

∮
γr

g(z)

zn+1
dz

=
1

2πi

∫ 2π

0

g
(
reiθ

)
rn+1eiθ(n+1)

· rieiθ dθ

= r−n · 1

2π

∫ 2π

0

g
(
reiθ

)
e−inθ dθ.

To access Re g, we will want to take the conjugate of this. Well, the function g(z)zn−1 is holomorphic for
n > 0, so

0 =

∮
γr

g(z)zn−1 dz

=

∮
γr

g
(
reiθ

)
· rn−1ei(n−1)θ · rieiθ dθ

= rn
∮
γr

g
(
reiθ

)
einθ dθ.

Thus, our conjugate integral is

∫ 2π

0

g (reiθ)e−inθ dθ =

∫ 2π

0

g (reiθ) einθ dθ = 0

for n > 0. Summing, we see

rngn =
1

2π

∫ 2π

0

(
g
(
reiθ

)
+ g (reiθ)

)
e−inθ dθ =

1

π

∫ 2π

0

(Re g)
(
reiθ

)
e−inθ dθ

for n > 0. Now, we would like to use this integral to bound |gn|, but we only have an upper bound on Re g, so
some trickery is required. In particular, we note that

∫ 2π

0
Crse−inθ dθ = 0 for any n > 0, so we actually have

rngn =
1

π

∫ 2π

0

(
(Re g)

(
reiθ

)
− Crs

)
e−inθ dθ.
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But now the integrand is always negative, so we can upper-bound the magnitude as

rn|gn| ≤
1

π

∫ 2π

0

∣∣(Re g)
(
reiθ

)
− Crs

∣∣ dθ
=

1

π

∫ 2π

0

Crs dθ − 1

π

∫ 2π

0

(Re g)
(
reiθ

)
dθ

= 2Crs − 1

π
Re g0.

In particular, we see that |gn| ≤ 2Crs−n − r−n · 1
π Re g0, so for any n > s, sending r →∞ (possible because

R is unbounded) enforces gn = 0. It follows that g is a polynomial of degree at most bsc on B(0, ε) and
therefore a polynomial everywhere by analytic continuation. �

Remark B.21. Intuitively, we expect entire functions to have growth rate which is exponential if they are
not polynomial. And indeed, this sort of statement will follow from Hadamard’s factorization theorem,
so it is not surprising that this is a necessary ingredient to the proof.

We are finally able to state and prove Hadamard’s factorization theorem.

Theorem B.22 (Hadamard’s factorization). Fix a nonzero entire function f : C → C of (finite) order ρ0;
set n := bρ0c for brevity. We also let {zk}k∈λ denote the nonzero zeroes of f (with multiplicity), where
λ is either finite or N, ordered by magnitude. Further, let m denote the order of the zero of f at z = 0.
Then

f(z) = eg(z)zm
∏
k∈λ

En(z/zk)

for some polynomial g(z) of degree at most n.

Proof. Set
G(z) :=

f(z)

zm
∏
k∈λEn(z/zk)

.

Note thatG has a removable singularity at z = 0 becausem is the order of the zero of f at z = 0. Further, the
infinite product in the denominator converges absolutely and uniformly on compacts to an entire function
by Lemma B.18. As such, by Proposition A.25, it will vanish exactly on the zk, so G has only removable
singularities at the zk.

In total, we can continue G to an entire function due to these removable singularities, and G will have
no zeroes because all zeroes of the numerator f(z) are correctly cancelled out by the denominator. Thus,
Lemma A.16 promises us an entire function g : C→ C such that G = exp ◦ g. Thus, we see

f(z) = eg(z)zm
∏
k∈λ

En(z/zk),

so it remains to show that g is a polynomial of degree at most n. We would like to use Proposition B.20 to
finish, so we want to bound g.

Choose some s ∈ (ρ0, n + 1) so that f has order bounded by s by Remark B.9. By Remark B.11, we see
that f(z)/zm still has order bounded by s, so we can find constants A,B > 0 such that∣∣∣∣f(z)

zm

∣∣∣∣ < AeB|z|
s

.

Now, by Lemma B.19, there is an unbounded set R ⊆ R of positive real numbers and constant c > 0 such
that we can write ∣∣∣∣∣∏

k∈λ

En(z/zk)

∣∣∣∣∣ ≥ exp (−c|z|s)
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if |z| ∈ R, so

|G(z)| =
∣∣∣∣f(z)

zm

∣∣∣∣ ·
∣∣∣∣∣∏
k∈λ

En(z/zk)

∣∣∣∣∣
−1

< Ae(B+c)|z|s .

However, |G(z)| = | exp(g(z))| = exp(Re g(z)), so we see that

Re g(z) ≤ logA+ (B + c)|z|s

for |z| ∈ R. ReplacingR withR ∩ (1,∞) (which is an unbounded subset ifR is unbounded), we may assume
that |z| > 1, so actually

Re g(z) ≤ (logA)|z|s + (B + c)|z|s,

so Proposition B.20 now kicks in and tells us that g(z) is a polynomial of degree less than or equal to s.
Because bsc = n, this finishes. �

165



APPENDIX C
FOURIER ANALYSIS

Ring around the rosie,
A pocket full of posies.

Ashes! Ashes!
We all fall down!

—“Ring Around the Rosie”

C.1 The Fourier Transform
It will pay o� for us later to have established a little Fourier analysis right now. Our exposition follows
[SS03b, Chapter 5].

Definition C.1 (Schwarz). A function f : R→ C is Schwarz if and only if f is infinitely di�erentiable and
the nth derivative f (n) satisfies that the function xA · f (n)(x) is bounded for all nonnegative integersA.

Remark C.2. Because the linear combination of bounded sets remains bounded, we see that Schwarz
functions form aC-vector space. Also, by definition, if f is Schwarz, then any derivative is also Schwarz.

Remark C.3. If f : R → R is Schwarz, we note that
∣∣xAf(x)

∣∣ is integrable over R for any A ≥ 0. Indeed,
let k be an integer greater than A+ 2, and we are granted a constant C such that

∣∣xkf(x)
∣∣ ≤ C. Thus,∫

R

∣∣xAf(x)
∣∣ dx ≤ ∫

[−1,1]

∣∣xAf(x)
∣∣ dx+

∫
|x|≥1

C

xA−k
dx,

which is finite because A− k < −2.

Definition C.4 (Fourier transform). Let f : R → C be a Schwarz function. Then we define the Fourier
transform to be the function Ff : R→ C given by

(Ff)(s) :=

∫
R
f(x)e−2πisx dx.
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Remark C.5. The integral converges because it absolutely converges: we note∫
R

∣∣f(x)e−2πisx
∣∣ dx =

∫
R
|f(x)| dx

is finite by Remark C.3. In fact, this shows that Ff is bounded.

We now run some quick checks on the Fourier transform.

Lemma C.6. Let f : R→ C be a Schwartz function.

(a) For some λ > 0, define fλ(x) := f(λx). Then fλ : R→ C is Schwartz, and (Ffλ)(s) = 1
λ (Ff)

(
s
λ

)
.

(b) For some α > 0, define fα(x) := f(x)e−2πiαx. Then (Ffα)(s) = (Ff)(s+ α).

(c) We have (Ff ′)(s) = 2πis(Ff)(s).

(d) The function Ff is di�erentiable, and (Ff)′(s) is the Fourier transform of the function g(x) :=
−2πixf(x).

(e) The function Ff is Schwarz.

Proof. We show these one at a time.

(a) To show fλ is Schwarz, we note f (n)
λ (x) = λnf (n)(λx) for all n ≥ 0, so xn · f (n)

λ (x) is bounded because
(λx)nf (n)(λx) is. The last equality is a direct computation. We see

(Ffλ)(s) =

∫
R
fλ(x)e−2πisx dx

=

∫
R
f(λx)e−2πi(s/λ)λx dx

=
1

λ

∫
R
f(x)e−2πi(s/λ)x dx

=
1

λ
(Ff)

( s
λ

)
.

(b) We quickly verify fα is Schwarz; for brevity, define eα : R → C by eα(x) := e−2πiαx so that fα = feα.
Note that induction on n yields e(n)

α (x) = (−2πiα)ne−2πiαx so that∣∣∣e(n)
α (x)

∣∣∣ = |2πα|n
∣∣e−2πiαx

∣∣ = |2πα|n,

so these derivatives are suitably bounded, though eα is not actually Schwarz. As such, because f is
Schwarz, for any nonnegative integerA, we may findMA,n bounding xA · f (n)(x). Now, for any n, the
product rule (used inductively) yields

∣∣∣xA · (feα)(n)(x)
∣∣∣ ≤ n∑

k=0

∣∣∣xAf (k)(x)
∣∣∣ · ∣∣∣e(n−k)

α (x)
∣∣∣ ≤ n∑

k=0

MA,k|2πα|n,

so xA · (feα)(n)(x) is in fact bounded, which is what we wanted.

167



C.1. THE FOURIER TRANSFORM 191: ANALYTIC NUMBER THEORY

It remains to compute the Fourier transform of fα, which is a direct computation. Note

(Ffα)(s) =

∫
R
fα(x)e−2πisx dx

=

∫
R
f(x)e−2πiαxe−2πsx dx

=

∫
R
f(x)e−2πi(α+s)x dx

= (Ff)(s+ α).

(c) Note f ′ is Schwarz by Remark C.2, so the statement at least makes sense. Now, by integration by
parts, we see

(Ff ′)(s) =

∫
R
f ′(x)e−2πisx dx

= f(x)e−2πisx

∣∣∣∣∞
−∞
−
∫
R
f(x)

(
2πise−2πisx

)
dx

= 2πis(Ff)(s).

To justify the last equality, we see that f(x)e−2πisx → 0 as x → ±∞ because f is Schwarz: note∣∣f(x)e−2πisx
∣∣ = |f(x)|, and |xf(x)| is bounded, so there is a constant C such that f(x) ≤ C/|x| for all

x 6= 0, meaning that |f(x)| → 0 as x→ ±∞.

(d) Note g is the product of infinitely di�erentiable functions and thus infinitely di�erentiable. Further, by
induction, derivatives of g are the C-linear of terms of the form xkf (`)(x). Thus, for any integers k, ` ≥
0, the function |x|k

∣∣g(k)(x)
∣∣ is a C-linear combination of bounded functions because f is Schwarz, so

it follows that |x|k
∣∣g(`)(x)

∣∣ is bounded, so g is Schwarz.
The rest of the proof is a direct computation. For t, t′ ∈ R, we see∫ t′

t

(Fg)(s) ds =

∫ t′

t

(∫
R
−2πixf(x)e−2πisx dx

)
ds.

We would like to exchange the two integrals. Well, by Fubini’s theorem, we note that
∫
R |xf(x)| dx <

∞ is finite by Remark C.3, so∫ t′

t

(∫
R

∣∣−2πixf(x)e−2πisx
∣∣ dx) ds ≤ 2π|t′ − t|

∫
R
|xf(x)| dx <∞.

Thus, we may write ∫ t′

t

(Fg)(s) ds =

∫
R

(∫ t′

t

−2πixf(x)e−2πisx ds

)
dx

=

∫
R
f(x)

(
e−2πit′x − e−2πitx

)
dx

= (Ff)(t′)− (Ff)(t).

Thus, by the Fundamental theorem of calculus, we see

(Ff)′(t) = lim
t′→t

(Ff)(t′)− (Ff)(t)

t′ − t
= lim
t′→t

(
1

t′ − t

∫ t′

t

(Fg)(s) ds

)
= (Fg)(t).

(e) By Remark C.5, the Fourier transform of a Schwarz function is bounded. Thus, it su�ces to note that,
for any nonnegative integers k and `, the function s 7→ sk(Ff)(`)(s) is the Fourier transform of the
function

x 7→ 1

(2πi)k

(
d

dx′

)(k) (
(−2πix′)`f(x′)

) ∣∣∣∣
x′=x

by combining (b) and (c). This completes the proof. �
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As an application, we can compute the Fourier transform of the Gaussian.

Exercise C.7 (Gaussian). Define g : R→ R by g(x) := e−πx
2 . Then g is Schwarz, and (Fg)(x) = g(x).

Proof. We build a di�erential equation thatFg solves, and then we solve that di�erential equation. Namely,
by using Lemma C.6 repeatedly, we see

(Fg)′(s) =

∫
R
−2πixg(x)e−2πisx dx

= i

∫
R
g′(x)e−2πisx dx

= i(Fg′)(s)
= −2πx(Fg)(s),

so (Fg) solves the di�erential equation y′ + 2πy = 0. To solve this di�erential equation, we define f(x) :=

(Fg)(x)eπx
2 and use the di�erential equation to write

f ′(x) = (Fg)(x) · 2πxeπx
2

− 2πx(Fg)(x) · eπx
2

= 0.

Thus, f is a constant function, so there exists a ∈ C such that (Fg)(x) = ae−πx
2 for all x ∈ R.

To finish, we need to introduce an initial condition. Well, we compute (Fg)(0) = 1 in the usual way,
writing

(Fg)(0)2 =

(∫
R
e−πx

2

dx

)2

=

∫
R

∫
R
e−π(x2+y2) dxdy

=

∫ 2π

0

∫ ∞
0

e−πr
2

rdrdθ

=

∫ 2π

0

1

2π
dθ

= 1.

However, surely (Fg)(0) ≥ 0, so we conclude (Fg)(0) = 1. It follows that a = 1, so (Fg)(x) = e−πx
2 for all

x ∈ R. �

C.2 Fourier Inversion
The goal of this subsection is to prove the Fourier inversion theorem; we continue to roughly follow [SS03b,
Chapter 5]. Roughly speaking, this will follow from understanding the Gaussian. Here are the necessary
tools.

Lemma C.8. Define the Gaussian g : R→ R by g(x) := e−πx
2 . For any δ > 0, we have

lim
ε→0+

1

ε

∫
|t|≥δ

g(t/ε) dt = 0.

Proof. Changing variables, we see

lim
ε→0+

∫
|t|≥δ

g(t/ε) = lim
ε→0+

∫
|t|≥δ/ε

g(t) dt = lim
N→∞

∫
|t|≥N

g(t) dt,
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where N = δ/ε in the last equality. However, g is Schwarz by Exercise C.7, so
∫
R g(t) dt is finite by Re-

mark C.3, so
lim
N→∞

∫
|t|≤N

g(t) dt =

∫
R
g(t) dt.

Rearranging, we see

lim
N→∞

∫
|t|≥N

g(t) dt = 0,

which is what we wanted. �

Lemma C.9. Define the Gaussian g : R→ R by g(x) := e−πx
2 . For any bounded and continuous function

f : R→ R, we have
f(0) = lim

ε→0+

1

ε

∫
R
f(t)g(t/ε) dt.

Proof. The point here is that, for any ε > 0, we have

1

ε

∫
R
g(t/ε) dt =

∫
R
g(t) dt = (Fg)(0) = g(0) = 1 (C.1)

by Exercise C.7. However, the functions t 7→ g(t/ε) concentrate at t = 0 as ε→ 0+, so we expect that adding
in an f(t) to our integral will force the output to be f(0).

As an aside, we go ahead and check that these integrals converge for each ε > 0. Indeed, they absolutely
converge: because f is bounded, we may find Mf ∈ R such that |f(x)| ≤Mf for each x ∈ R, which gives∫

R
|f(t)g(t/ε)| dt ≤Mf

∫
R
g(t/ε) dt = εMf ,

where we have used (C.1).
We now proceed with the proof, which is somewhat technical. For psychological reasons, we set h(x) :=

f(x)− f(0) for all x ∈ R. Note h is still bounded and continuous (it’s a shift away from f ). Further, for each
ε > 0, we see

1

ε

∫
R
h(t)g(t/ε) dt =

1

ε

∫
R
f(t)g(t/ε) dt− f(0)

ε

∫
R
g(t/ε) dt =

1

ε

∫
R
f(t)g(t/ε) dt− f(0),

where we have used (C.1) in the last equality, so it su�ces to show

lim
ε→0+

1

ε

∫
R
h(t)g(t/ε) dt

?
= 0.

Well, fix any δ > 0. Note h is continuous at 0 and has h(0) = 0, so we may find δ0 > 0 such that |h(t)| < δ for
|t| < δ0. For the other values of t, we note h is bounded, so we may findMh ≥ 0 such that |h(t)| < Mh for all
t. Thus, we upper-bound∣∣∣∣1ε

∫
R
h(t)g(t/ε) dt

∣∣∣∣ ≤ 1

ε

∫
|t|≤δ0

|h(t)g(t/ε)| dt+
1

ε

∫
|t|≥δ0

|h(t)g(t/ε)| dt

≤ δ

ε

∫
|t|≤δ0

g(t/ε) dt+
Mh

ε

∫
|t|≥δ0

g(t/ε) dt

≤ δ

ε

∫
R
g(t/ε) dt+

Mh

ε

∫
|t|≥δ0

g(t/ε) dt

= δ +
Mh

ε

∫
|t|≥δ0

g(t/ε) dt.
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(As usual, we have used (C.1) in the last equality.) Thus, using Lemma C.8, sending ε→ 0+ shows that

lim
ε→0+

∣∣∣∣1ε
∫
R
h(t)g(t/ε) dt

∣∣∣∣ ≤ δ
for any δ > 0, so sending δ → 0+ completes the proof. �

And here is our main attraction.

Theorem C.10 (Fourier inversion). Let f : R→ R be a Schwarz function. For any x ∈ R, we have

f(x) =

∫
R
(Ff)(s)e2πixs ds.

Proof. Expanding out the definition of Ff , we are computing∫
R

(∫
R
f(t)e−2πits dt

)
e2πixs ds.

We would like to exchange the two integrals, but we do not have absolute convergence. As such, we employ
a trick: fix some ε > 0, and define the integral

fε(x) :=

∫
R

∫
R
f(t)e2πi(x−t)se−πε

2s2 dtds.

Notably, we expect fε(x) →
∫
R(Ff)(s)e2πixs ds as ε → 0+. As such, we compute the behavior of ε → 0+ in

two ways.

• We integrate over dt first. Namely, we would like to send ε → 0+, for which we use the Dominated
convergence theorem. For each ε > 0, note that we have the bound∣∣∣∣∫

R
f(t)e2πi(x−t)se−πε

2s2 dt

∣∣∣∣ ≤ e−πε2s2 ∫
R
|f(t)| dt.

Now, s 7→ e−πε
2s2 is Schwarz by Exercise C.7 (combined with (a) of Lemma C.6), so we may integrate

the right-hand function over all s ∈ R by Remark C.3.

Thus, our integrand in fε(x) is dominated by an integrable function, so the Dominated convergence
theorem implies

lim
ε→0+

fε(x) =

∫
R

(
lim
ε→0+

e−πε
2s2
∫
R
f(x)e2πi(x−t) dt

)
ds =

∫
R
(Ff)(s)e2πixs ds.

• We integrate overdsfirst. As such, we begin by justifying our application of Fubini’s theorem: checking
for absolute convergence, we compute∫

R

∫
R

∣∣∣f(t)e2πi(x−t)se−πε
2s2
∣∣∣ dtds =

(∫
R
|f(t)| dt

)(∫
R
e−πε

2s2 ds

)
.

Now, f is Schwarz by hypothesis, as is s 7→ e−πε
2s2 by Exercise C.7, so both of these integrals are finite

by Remark C.3.
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Thus, we may switch the order of our integration. Setting up notation, we let g(x) := e−πx
2 denote the

Gaussian (so that (Fg)(s) = g(s) for all s ∈ R) and gε(x) := g(εx). Then we see

fε(x) =

∫
R

∫
R
f(t)e2πi(x−t)se−πε

2s2 dsdt

=

∫
R
f(t)

(∫
R
e−π(εs)2e−2πi(t−x) ds

)
dt

=

∫
R
f(t)(Fgε)(t− x)dt

∗
=

1

ε

∫
R
f(t)g

(
t− x
ε

)
dt

=
1

ε

∫
R
f(t+ x)g (t/ε) dt,

where we have used part (a) of Lemma C.6 at ∗=. Sending ε→ 0+, Lemma C.9 tells us that

f(x) = lim
ε→0+

1

ε

∫
R
f(t+ x)g(t/ε) dt = lim

ε→0+
fε(x).

Combining the above two computations completes the proof. �

C.3 Fourier Coe�cients
In order to say that we’ve done some Fourier analysis, we will also say a few things about Fourier series. We
follow [SS03b, Chapter 2].

The idea here is that the functions en : x 7→ e2πinx for n ∈ Z form an orthonormal set of continuous
functions R→ C, where our (Hermitian) inner product is given by

〈f, g〉 :=
1

2πi

∫ 1

0

f(x)g(x) dx.

Indeed, for any n,m ∈ Z, we see

〈en, em〉 =

∫ 1

0

e2πinxe2πimx dx =

∫ 1

0

e2πi(m−n)x dx =

{
1 if m = n,

0 if m 6= n.
(C.2)

Now, the functions en are varied enough that we might hope that all su�ciently smooth 1-periodic functions
f : R→ C can be written in terms of our orthonormal functions as

f(x) =
∑
n∈Z

ane
2πinx

for some coe�cients an ∈ Z. Thus, we might hope we can extract out the nth coe�cient by

〈f, en〉 =

∫ 1

0

f(x)e−2πinx dx.

This motivates the following definition.

Definition C.11 (Fourier coe�cient). Fix a continuous 1-periodic function f : R → C. Then we define
the nth Fourier coe�cient as

an(f) :=

∫ 1

0

f(x)e−2πinx dx.

172



C.3. FOURIER COEFFICIENTS 191: ANALYTIC NUMBER THEORY

Remark C.12. Note that the integral defining an(f) converges absolutely. Indeed, f is continuous on
[0, 1] and hence bounded because [0, 1] is compact. Thus, we may find M such that |f(x)| ≤ M for
x ∈ [0, 1], which implies

|an(f)| ≤
∫ 1

0

∣∣f(x)e−2πinx
∣∣ dx ≤M ∫ 1

0

dx = M.

Of course, one can weaken the requirement that f be continuous, but we will have no need for these levels
of generality.

Remark C.13. In fact, we note

an(f) =

∫ t+1

t

f(x)e2πinx dx

for any t ∈ R. Because x 7→ f(x)e2πinx is 1-periodic, it su�ces to show this for t ∈ [0, 1). Then the
integral over [t, t+ 1) = [t, 1)t [1, 1 + t) is equal to the integral over [0, t)t [t, 1) = [0, 1), where we have
used the 1-periodicity.

Here is some basic arithmetic with these coe�cients.

Lemma C.14. Fix continuous 1-periodic functions f, g : R→ C.

(a) For any z, w ∈ C and n ∈ Z, we see an(zf + wg) = zan(f) + wan(g).

(b) For any n ∈ Z, we see an(f) = a−n(f).

(c) Given x0 ∈ R, define g(x) := f(x+ x0). Then an(g) = e−2πinx0an(f).

Proof. Here we go.

(a) This follows from the fact that 〈·, ·〉 is an inner product. Indeed,

an(zf + wg) = z

∫ 1

0

f(x)e−2πinx dx+ w

∫ 1

0

g(x)e−2πinx dx = zan(f) + wan(g).

(b) We compute

an(f) =

∫ 1

0

f(x)e−2πinx dx =

∫ 1

0

f(x)e2πinx dx = a−n(f).

(c) We compute

an(g) =

∫ 1

0

f(x+ x0)e2πinx dx = e−2πinx0

∫ 1

0

f(x+ x0)e2πin(x+x0) dx = e−2πinx0an(f),

where the last inequality used Remark C.13. �

Here is a slightly harder computation, still akin to Lemma C.6.

Lemma C.15. Fix a continuously di�erentiable 1-periodic function f : R→ C. For n 6= 0, we have

an(f ′) = −2πinan(f).
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Proof. This is by integration by parts. Indeed, we compute

an(f ′) =

∫ 1

0

f ′(x)e−2πinx dx

=
f(x)e−2πinx

−2πin

∣∣∣∣1
0

− 1

−2πin

∫ 1

0

f(x)e−2πinx dx

= 0 +
1

2πin
· an(f),

which is what we wanted. �

The following is our key result.

Lemma C.16. Fix a continuous 1-periodic function f : R → R such that f(0) 6= 0. Then an(f) 6= 0 for
some n ∈ Z.

Proof. Define the function p : R→ C by p(x) := e−2πinx. Roughly speaking, the idea is that an(f) = 0 for all
n ∈ Z implies that any “polynomial in p” named q ∈ C

[
p, p−1

]
written as

q :=
∑
n∈Z

qnp
n,

where all but finitely many of the qn vanish, will have∫ 1/2

−1/2

f(x)q(x) dx =
∑
n∈Z

(
qn

∫ 1/2

−1/2

f(x)e2πinx dx

)
=
∑
n∈Z

qnan(f) = 0

by Remark C.13. Indeed, we will be able to build a function q ∈ C
[
p, p−1

]
which is “concentrated at 0” so

that f(0) 6= 0 is incompatible with all these integrals vanishing.
We now proceed with the proof. Quickly, we replace f(x) with f(x)/f(0), which is still continuous, 1-

periodic, and has an(f/f(0)) = an(f)/f(0) for all n ∈ Z, so an(f/f(0)) 6= 0 implies an(f) 6= 0. Thus, we may
assume f(0) = 1, and we still want to show an(f) 6= 0 for some n.

We now set up some bounding, in steps.

1. Note f is continuous on the compact set [−1/2, 1/2], so we may find some Mf such that |f(x)| ≤ Mf

for all x ∈ [−1/2, 1/2].

2. Because f is continuous, we may find δf > 0 such that |f(x) − 1| ≤ 1/2 for |x| < δf . In particular, we
see f(x) ≥ 1/2 for |x| < δf . By making δf smaller if necessary, we will enforce δf ≤ 1/4.

3. Now, define q1(x) := 2ε + p(x) + p(x)−1 = 2ε + cos(2πx), for ε := 2
3 (1 − cos(2πδf )). Note cos(2πx) is

decreasing in the region in [δf , 1/2], so in fact

ε ≤ 1

3
(1− cos(2πx))

for x ∈ [δf , 1/2]. Rearranging, we see

q1(x) = 2ε+ cos(2πx) ≤ 1− ε

for x ∈ [δf , 1/2]. In fact, because q1(x) ≥ −1 + 2ε, we see that |q1(x)| ≤ 1 − ε for x ∈ [δf , 1/2]. Lastly,
because q1 is even, these inequalities hold on [−1/2,−δf ] ∪ [δf , 1/2].

4. Lastly, choose δq > 0 such that |q1(x)− q1(0)| ≤ ε for |x| < δq. In particular, q1(x) ≥ 1− ε for |x| < δq.
By making δq smaller if necessary, we may assume δq < δf , though this is actually implied.
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To finish, we define qN := qN1 for N ∈ N. (Notably, q1 = q1
1 .) The point is that k →∞makes qN blow up at 0

around points where f is bounded below by 1/2, but qN will vanish elsewhere. Indeed, using Remark C.13,
we compute∫ 1/2

−1/2

f(x)qN (x) dx =

∫
|x|≤δq

f(x)qN (x) dx+

∫
δq≤|x|≤δf

f(x)qN (x) dx+

∫
δf≤|x|≤1/2

f(x)qN (x) dx

≥ 2δq ·
1

2
(1 + ε)

N
+ 2(δf − δq) ·

1

2
· 0− 2

(
1

2
− δf

)
B (1− ε)N

≥ δq (1 + ε)
N − δfB(1− ε)N .

Thus, as N → ∞, the integral goes to +∞. In particular, we can (in theory) find an (explicit) N such that∫ 1/2

−1/2
f(x)qN (x) dx > 0. Now, we may write

qN =
(
2ε+ p+ p−1

)N
=

N∑
n=−N

qN,np
n

for some coe�cients qN,n ∈ R. Thus,

0 <

∫ 1/2

−1/2

f(x)qN (x) dx =

N∑
n=−N

(
qN,n

∫ 1/2

−1/2

f(x)e−2πinx dx

)
=

N∑
n=−N

qN,nan(f),

where we have used Remark C.13. Thus, there exists n with |n| ≤ N such that an(f) 6= 0. �

Proposition C.17. Fix a continuous 1-periodic function f : R→ C such that an(f) = 0 for alln ∈ N. Then
f(x) = 0 for all x ∈ R.

Proof. This follows from Lemma C.16 and the following reductions.

• It su�ces to show the result for real-valued functions f . Indeed, we may write f(x) := u(x) + iv(x) for
some real-valued, continuous, and 1-periodic functions u, v : R→ R. (Namely, u = Re f and v = Im f ,
and each adjective is inherited from f .) However, for each n ∈ N, we use Lemma C.14 to see

an(u) = an

(
f + f

2

)
=

1

2

(
an(f) + a−n(f)

)
= 0,

and

an(v) = an

(
f − f

2i

)
=

1

2i

(
an(f)− a−n(f)

)
= 0.

Thus, if we can prove the result for real-valued functions, we see an(u) = an(v) = 0 for all n ∈ Z forces
u = v = 0, so f = u+ iv = 0 also.

• It su�ces to show that f(0) = 0, which is Lemma C.16. Indeed, for some fixed x0 ∈ R, we define
g(x) := f(x+ x0). Note g is still continuous and 1-periodic. Further, Lemma C.14 tells us that an(g) =
e2πinx0an(f) = 0 for each n ∈ Z. Thus, Lemma C.16 implies g(0) = 0, so f(x0) = g(0) = 0 follows. �

The point is that we know the linear transformation sending a continuous 1-periodic function f to the tuple
of its coe�cients {an(f)}n∈N is injective. We now expect that we can construct a partial inverse map by
sending the tuple of coe�cients to the corresponding Fourier series, which is what we show next.
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C.4 Fourier Series
Now that we have our coe�cients, we can define our Fourier series. We continue to follow [SS03b, Chap-
ter 2].

Definition C.18 (Fourier series). Fix a continuous 1-periodic function f : R → C. Then we define the
N th partial sum of the Fourier series of f as

Sf,N (x) :=

N∑
n=−N

an(f)e2πinx.

The Fourier series is defined as Sf (x) := limN→∞ Sf,N (x), when this limit converges.

The main goal of this subsection is to provide smoothness conditions on f which will imply f(x) = S(x) for
all x ∈ R.

We will begin by figuring out when this series will converge.

Lemma C.19. Fix a twice continuously di�erentiable 1-periodic function f : R → C. Then the series
Sf (x) converges absolutely and uniformly.

Proof. This follows from Lemma C.15. Indeed, for n 6= 0, we see that

an(f) =
1

−2πin
· an(f ′) =

an(f ′′)

4π2n2
.

Because f ′′ is continuous, Remark C.12 grants M ∈ R such that |an(f ′′)| ≤ M , so it follows that |an(f)| ≤
M/

(
4π2n2

)
for n 6= 0. Thus, we see the series Sf converges absolutely because

∑
n∈Z

∣∣an(f)e2πinx
∣∣ ≤ a0(f) +

2M

4π2

∞∑
n=1

1

n2
<∞

for any x ∈ R. To get the uniform convergence, for any N ∈ N, we compute

|Sf (x)− Sf,N (x)| =

∣∣∣∣∣∣
∑
|n|>N

an(f)e2πinx

∣∣∣∣∣∣ ≤
∑
|n|>N

M

4π2n2
=

2M

4π2

∑
n>N

1

n2
<

2M

4π2

∫ ∞
N

1

t2
dt =

2M

4π2N
,

which does vanish as N →∞. �

And in this situation, we can show that our Fourier series is well-behaved.

Theorem C.20. Fix a continuous 1-periodic function f : R → C. If the series Sf converges absolutely
and uniformly, then Sf (x) = f(x) for all x ∈ R.

Proof. The point is to show that an(Sf ) = an(f) for all n ∈ Z so that the result will follow from Proposi-
tion C.17.

Quickly, note that the uniform convergence provided by hypothesis implies that Sf is a continuous func-
tion because the partial sums Sf,N are continuous. Further, Sf is 1-periodic: for any x ∈ R, we see

Sf (x+ 1) = lim
N→∞

N∑
n=−N

an(f)e2πin(x+1) = lim
N→∞

N∑
n=−N

an(f)e2πinx = Sf (x).
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Thus, we are allowed to compute the Fourier coe�cients

an(Sf ) =

∫ 1

0

(∑
m∈Z

an(f)e2πi(m−n)x

)
dx

for n ∈ Z. We would like to exchange the sum and the integral, for which we use Fubini’s theorem. Indeed,
we see ∫ 1

0

(∑
m∈Z

∣∣∣an(f)e2πi(m−n)x
∣∣∣) dx =

(∫ 1

0

dx

)∑
m∈Z
|an(f)| =

∑
m∈Z
|an(f)|,

which converges because Sf (0) converges absolutely by hypothesis. Thus, Fubini’s theorem lets us write

an(Sf ) =
∑
m∈Z

(∫ 1

0

an(f)e2πi(m−n)x dx

)
= an(f),

where we have used (C.2) in the last equality. To finish the proof, we note an(Sf − f) = 0 by Lemma C.14.
As such, Sf − f = 0 by Proposition C.17, which finishes the proof. �
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