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THEME 1

TOPOLOGICAL BACKGROUND

Hold tight to your geometric motivation as you learn the formal
structures which have proved to be so effective in studying

fundamental questions.

—Ravi Vakil, [Vak17]

1.1 August 28
Today we review differential topology. Here are some logistical notes.

• There will be weekly homeworks, of about 5 problems.

• There will be a final take-home exam.

• This course has a bCourses page.

• We will mostly follow Kirillov’s book [Kir08].

1.1.1 Group Objects
The goal of this class is to study symmetries of geometric objects. As such, we are interested in studying
(infinite) groups with some extra geometric structure, such as a real manifold or a complex manifold or a
scheme structure. Speaking generally, we will have some category C of geometric objects, equipped with
finite products (such as a final object), which allows us to have group objects in C.

Definition 1.1 (group object). Fix a category C with finite products, such as a final object ∗. A group
object is the data (G,m, e, i) where G ∈ C is an object and m : G×G → G and e : ∗ → G and i : G → G
are morphisms. We require this data to satisfy some associativity, identity, and inverse coherence laws.

For concreteness, we go ahead and write out the coherence diagrams, but they are not so interesting.
• Associative: the following diagram commutes.

G×G×G G×G

G×G G

idG×m

m×idG m

m

5
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• Identity: the following diagram commutes.

G G×G G

G

idG×e

m

e×idG

• Inverses: the following diagram commutes.

G×G

G ∗ G

G×G

mi×idG

idG×i

e

m

Example 1.2. In the case where C = Set, we recover the notion of a group, where G is the set, m is the
multiplication law, e is the identity, and i is the inverse.

Example 1.3. Group objects in the category of manifolds will be Lie groups.

1.1.2 Review of Topology
This course requires some topology as a prerequisite, but let’s review these notions for concreteness. We
refer to [Elb22] for most of these notions.

Definition 1.4 (topological space). A topological space is a pair (X, T ) of a set X and collection T ⊆
P(X) of open subsets of X, which we require to satisfy the following axioms.

• ∅, X ∈ T .

• Finite intersection: for U, V ∈ T , we have U ∩ V ∈ T .

• Arbitrary unions: for a subcollection U ⊆ T , we have
⋃
U∈U U ∈ T .

We will suppress the notation T from our topological space as much as possible.

Example 1.5. The set R equipped with its usual (metric) topology is a topological space.

Example 1.6. Given a topological spaceX and a subset Z ⊆ X, we can make Z into a topological space
with open subsets given by U ∩ Z whenever U ⊆ Z is open.

Definition 1.7 (closed). A subset Z of a topological space X is closed if and only if X \ Z is open.

One way to describe topologies is via a base.

Definition 1.8 (base). Given a topological spaceX, a baseB ⊆ P(X) for the topology such that any open
subset U ⊆ X is the union of a subcollection of B. Equivalently, for any open subset U ⊆ X and x ∈ U ,
there is B ∈ B such that x ∈ B ⊆ U .

6
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Example 1.9. The collection of open intervals (a, b) ⊆ R generates the usual topology. In fact, one can
even restrict ourselves to open intervals (a, b) where a, b ∈ Q, so R has a countable base.

Our morphisms are continuous maps.

Definition 1.10 (continuous). A function f : X → Y between topological spaces is continuous if and
only if f−1(V ) ⊆ X is open for each open subset V ⊆ Y .

Thus, we can define Top as the category of topological spaces equipped with continuous maps as its mor-
phisms. Thinking categorically allows us to make the following definition.

Definition 1.11 (homeomorphism). A homeomorphism is an isomorphism in Top. Namely, a function
f : X → Y between topological spaces which is continuous and has a continuous inverse.

Remark 1.12. There are continuous bijections which are not homeomorphisms! For example, one can
map [0, 2π) → S1 by sending x 7→ eix, which is a continuous bijection, but the inverse is discontinuous
at 1 ∈ S1.

Earlier, we wanted to have finite products in our category. Here is how we take products of pairs.

Definition 1.13 (product topology). Given topological spacesX and Y , we define the topological space
X × Y as having X × Y as its set and open subsets given by arbitrary unions of sets of the form U × V
where U ⊆ X and V ⊆ Y are open.

Remark 1.14. Alternatively, we can say that the topology X × Y has a base given by the “rectangles”
U × V where U ⊆ X and V ⊆ Y are open. In fact, if BX and BY are bases for X and Y , respectively,
then we can check that the open subsets

{U × V : U ∈ BX , V ∈ BY }

is a base for X × Y .

Remark 1.15. The final object in Top is the singleton space.

Now, group objects in Top are called topological groups, which are interesting in their own right. For exam-
ple, locally compact topological groups have a good Fourier analysis theory.

Example 1.16. The group R under addition is a topological group. In fact, Q under addition is also a
topological group, though admittedly a more unpleasant one.

Example 1.17. The group S1 := {z ∈ C : |z| = 1} is a topological group.

1.1.3 Review of Differential Topology
However, in this course, we will be more interested in manifolds, so let’s define these notions. We refer to
[Elb24] for (a little) more detail, and we refer to [Lee13] for (much) more detail. To begin, we note arbitrary
topological spaces are pretty rough to handle; here are some niceness requirements. The following is a
smallness assumption.

7
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Definition 1.18 (separable). A topological space X is separable if and only if it has a countable base.

The following says that points can be separated.

Definition 1.19 (Hausdorff). A topological space X is Hausdorff if and only if any pair of distinct points
p, q ∈ X have disjoint open neighborhoods.

The following is another smallness assumption, which we will use frequently but not always.

Definition 1.20 (compact). A topological space X is compact if and only if any open cover U (i.e., each
U ∈ U is open, and X =

⋃
U∈U U ) has a finite subcollection which is still an open cover.

We are now ready for our definition.

Definition 1.21 (topological manifold). A topological manifold of dimension n is a topological space X
satisfying the following.

• X is Hausdorff.

• X is separable.

• Locally Euclidean: X has an open cover {Uα}α∈κ such that there are open subsets Vα ⊆ Rn and
homeomorphisms φα : Uα → Vα.

Remark 1.22. By passing to open balls, one can require that all the Vα are open balls. By doing a little
more yoga with such open balls (noting B(0, 1) ∼= Rn), one can require that Vα = Rn always.

Remark 1.23. It turns out that open subsetsU ⊆ Rn and V ⊆ Rm can only be homeomorphic if and only
ifn = m. This implies that the dimension of a connected component ofX is well-defined without saying
what n is in advance. However, we should say what n is in advance in order to get rid of pathologies like
R ⊔ R2.

To continue, we must be careful about our choice of Uαs and φαs.

Definition 1.24 (chart, atlas, transition function). Fix a topological manifold X of dimension n.

• A chart is a pair (U,φ) of an open subsetU ⊆ X and homeomorphism φ ofU onto an open subset
of Rn.

• An atlas is a collection of charts {(Uα, φα)}α∈κ such that {Uα}α∈κ is an open cover of X.

• The transition function between two charts (U,φ) and (V, ψ) is the composite homeomorphism

φ(U ∩ V )
φ← (U ∩ V )

ψ→ ψ(U ∩ V ).

Note that there is also an inverse transition map going in the opposite direction.

Let’s see some examples.

Example 1.25. The space Rn is a topological manifold of dimension n. It has an atlas with the single
chart id : Rn → Rn.

Example 1.26. The singleton {∗} is a topological manifold of dimension 0. In fact, {∗} = R0.

8
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Example 1.27. The hypersurface Sn ⊆ Rn+1 cut out by the equation

x20 + · · ·+ x2n = 1

is a topological manifold of dimension n. It has charts given by stereographic projection out of some
choice of north and south poles. Alternatively, it has charts given by the projection maps pri : Sn → Rn
given by deleting the ith coordinate, defined on the open subsets

U±
i := {(x0, . . . , xn) ∈ Rn : ±xi > 0}

for choice of index i and sign in {±}.

Calculus on our manifolds will come from our transition maps.

Definition 1.28. An atlasAon a topological manifoldX isCk, real analytic, or complex analytic (if dimX
is even) if and only if the transition maps have the corresponding condition.

1.2 August 30
Today we finish our review of smooth manifolds. Once again, we refer to [Elb24] for a few more details and
[Lee13] for many more details.

Notation 1.29. We will use the word regular to refer to one of the regularity conditionsCk, smooth, real
analytic, or complex analytic. We may abbreviate complex analytic to “complex” when no confusion is
possible. We use the field F to denote the “ground field,” which is C when considering the complex
analytic case and R otherwise.

1.2.1 Smooth Manifolds
We now define a regular manifold.

Definition 1.30 (regular manifold). A regular manifold of dimension n is a pair (M,A) of a topological
manifold M and a maximal regular atlas A; a chart is called regular if and only if it is in A. We will
eventually suppress theA from our notation as much as possible.

The reason for using a maximal atlas is to ensure that it is more or less unique.

Remark 1.31. Here is perhaps a more “canonical” way to deal with atlas confusion. One can say that
two regular atlasesA1 andA2 are compatible if and only if the transition maps between them are also
regular; this is the same as saying thatA1 ∪A2 is regular. Compatibility forms an equivalence relation,
and each equivalence class [A] has a unique maximal element, which one can explicitly define as

Amax := {(U,φ) : A and (U,φ) are compatible}.

This explains why it is okay to just work with maximal atlases.

Example 1.32. One can give the topological manifold R2 many non-equivalent complex structures. For
example, one has the usual choice of R2 ∼= C, but one can also make R2 homeomorphic to B(0, 1) ⊆ C.

9
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Example 1.33. There are “exotic” smooth structures on S7.

Example 1.34. Given regular manifolds (X,A) and (Y,B), one can form the product manifoldX × Y . It
should have maximal atlas compatible with the atlas

{(U × V, φ× ψ) : (U,φ) ∈ A and (V, ψ) ∈ B}.

1.2.2 Regular Functions
With any class of objects, we should have morphisms.

Definition 1.35. A function f : X → Y of regular manifolds (X,A) and (Y,B) is regular if and only if any
p ∈ X has a choice of charts (U,φ) ∈ A and (V, ψ) ∈ B such that p ∈ U and f(U) ⊆ V and the composite

φ(U)
φ← U

f→ V
ψ→ ψ(V )

is a regular function between open subsets of Euclidean space.

Remark 1.36. One can replace the single choice of charts above with any choice of charts satisfying
p ∈ U and f(U) ⊆ V .

Remark 1.37. Here is another way to state this: for any open V ⊆ Y and smooth function h : V → F,
the composite

f−1(U)
f→ V

h→ F

succeeds in being smooth (in any local coordinates).

Definition 1.38 (diffeomorphism). A diffeomorphism of regular manifolds (X,A) and (Y,B) is a regular
map f : X → Y with regular inverse.

Remark 1.39. Alternatively, one can say that the charts inA and the charts in B are in natural bijection
via f . Checking that these notions align is not too hard.

The above definition of regular map is a little rough to handle, so let’s break it down into pieces.

Definition 1.40 (local coordinates). Fix a regular manifold (X,A) of dimension n. Then a system of local
coordinates around some point p ∈ X is a choice of regular chart (U,φ) ∈ A for which φ(p) = 0.
From here, our local coordinates (x1, . . . , xn) are the composite ofφwith a coordinate projection to the
ground field. (In the complex analytic case, we want the ground field to be C; otherwise, the ground
field is R.)

Now, we are able to see that a function f : X → R is regular if and only if it becomes regular in local coordi-
nates. One can even define regularity with respect to a subset of X.

Regularity allows us to produce lots of manifolds, as follows.

Theorem 1.41. Given regular maps f1, . . . , fm : X → F, the subset

{p ∈ Fn : f1(p) = · · · = fm(p) = 0 and {df1(p), . . . , dfn(p)} are linearly independent}

is a manifold of dimension n−m.

10
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Sketch. This is more or less by the implicit function theorem; for the F = R cases, one can essentially follow
[Lee13, Corollary 5.14]. ■

Example 1.42. The function Rn+1 → R given by (x0, . . . , xn) 7→ x20 + · · · + x2n is real analytic and suf-
ficiently regular at the value 1, which establishes that Sn defined in Example 1.27 succeeds at being a
real analytic manifold.

Functions to F have a special place in our hearts, so we take the following notation.

Notation 1.43. Give a regular manifold X and any open subset U ⊆ X, we letOX(U) denote the set of
regular functions U → F

Remark 1.44. One can check that the data OX assembles into a sheaf. Namely, an inclusion U ⊆ V
produces restriction mapsOX(V )→ OX(U).

Remark 1.45. Once we have all of our regular functions out of X, we note that some Yoneda-like phi-
losophy explains that the sheaf ofX determines its full regular structure. Here is an explicit statement:
given a manifold X and two maximal regular atlases A1 and A2 determining sheaves of regular func-
tionsO1 andO2, havingO1 = O2 forcesA1 = A2. Indeed, it is enough to show the inclusionA1 ⊆ A2,
so suppose (U,φ) is a regular chart inA1. Then the corresponding local coordinates (x1, . . . , xn) all suc-
ceed at being regular for A1, so they are smooth functions in O1, so they live in O2 also, so (U,φ) will
succeed at being a regular local diffeomorphism forA2 and hence be a regular chart.

Sheaf-theoretic notions tell us that we should be interested in germs.

Definition 1.46 (germ). Fix a point p on a regular manifold X. A germ of a regular function f ∈ OX(U)
(where p ∈ U ) is the equivalence class of functions g ∈ OX(V ) (for a possibly different open subset V
containing p) such that f |U∩V = g|U∩V . The collection of equivalence classes is denoted OX,p and is
called the stalk at p.

1.3 September 4
Today we hope to finish our review of differential topology.

Convention 1.47. For the remainder of class, our manifolds will be smooth, real analytic, or complex
analytic.

1.3.1 Tangent Spaces
Now that we are thinking locally about our functions via germs, we can think locally about our tangent
spaces.

Definition 1.48 (derivation). Fix a point p on a regular manifold X. A derivation at p is an F-linear map
D : OX,p → F satisfying the Leibniz rule

D(fg) = g(p)D(f) + f(p)D(g).

11
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Definition 1.49 (tangent space). Fix a point p on a regular manifold X. Then the tangent space TpX is
the F-vector space of all derivations onOX,p.

As with everything in this subject, one desires a local description of the tangent space.

Lemma 1.50. Fix an n-dimensional regular manifold X and a point p ∈ X. Equip p with a chart (U,φ)
giving local coordinates (x1, . . . , xn). Then the maps Di : OX,p → F given by

Di : [(V, f)] 7→
∂f |U∩V

∂xi

∣∣∣∣
p

provide a basis for TpX.

Proof. Checking that this is a derivation follows from the Leibniz rule on the chart. Linear independence of
the D•s can also be checked locally by plugging in the germs [(U, xi)] into any linear dependence.

It remains to check that our derivations span. Well, fix any other derivationD which we want to be in the
span of theD•s. By replacingDwithD−

∑
iD(xi)Di, we may assume thatD(xi) = 0 for all i. We now want

to show that D = 0. This amounts to some multivariable calculus. Fix a germ [(V, f)], and shrink U and V
enough so that f is defined on U ; we want to showD(f) = 0. The fundamental theorem of calculus implies

f(x1, . . . , xn) = f(0) +

∫ 1

0

d

dt
f(tx1, . . . , txn) dt.

However, one can expand out the derivative on the right by the chain rule to see that

f(x1, . . . , xn) = f(0) +

n∑
i=1

xihi(x1, . . . , xn)

for some regular functions h1, . . . , hn : X → F. Applying D, we see that

D(f) =

n∑
i=1

D(xi)︸ ︷︷ ︸
0

hi(p) + xi(p)︸ ︷︷ ︸
0

D(hi) = 0,

as required. ■

Tangent spaces have a notion of functoriality.

Definition 1.51. Fix a regular map F : X → Y of regular manifolds. Given p ∈ X, the differential map is
the linear map dFp : TpX → TF (p)Y defined by

dFp(v)(g) := v(g ◦ F )

for any v ∈ TpX and germ g ∈ OX,p. We may also denote dFp(v) by F∗v.

One has to check that dFp is linear (which does not have much to check) and satisfies the Leibniz rule (which
is a matter of expansion); we will omit these checks.

Remark 1.52. One also has a chain rule: for regular mapsF : X → Y andG : Y → Z, one has d(G◦F )p =
dGF (p) ◦ dFp.

12
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1.3.2 Immersions and Submersions
This map at the tangent space is important enough to give us other definitions.

Definition 1.53 (submersion, immersion, embedding). Fix a regular function F : X → Y .

• The map F is a submersion if and only if dFp is surjective for all p ∈ X.

• The map F is an immersion if and only if dFp is injective for all p ∈ X.

• The mapF is an embedding if and only ifF is an immersion and a homeomorphism onto its image.

Remark 1.54. One can check that submersions F : X → Y have local sections Y → X. Explicitly, for
Q ∈ Y , the fiber F−1({Q}) ⊆ X is a manifold, and if Q ∈ imF , the fiber has codimension dimY .

Remark 1.55. If F : X → Y is an embedding, then the image F (X) ⊆ Y inherits a unique manifold
structure so that the inclusion F (X) ⊆ Y is smooth.

Example 1.56. The projection map π : R2 → R given by π(x, y) := x is a submersion.

Example 1.57 (lemniscate). The function F : S1 → R2 given by

F (θ) :=

(
cos θ

1 + sin2 θ
,
cos θ sin θ

1 + sin2 θ

)
can be checked to be an immersion (namely, F ′(θ) ̸= 0 always), but it fails to be injective because
F (π/4) = F (3π/4) = (0, 0), so it is not an embedding.

Example 1.58. The map f : R→ R given by f(x) := x3 is a smooth homeomorphism onto its image, but
it is not an immersion.

Example 1.59. For any open subset U ⊆ X of a manifold, the inclusion map U → X is an embedding.
(In fact, it is also a submersion.)

We will want to distinguish between embeddings, notably to get rid of open embeddings.

Definition 1.60 (closed). An embedding F : X → Y of regular manifolds is closed if and only if F (X) ⊆
Y is closed.

Example 1.61. Fix a submersion F : X → Y . A point Q ∈ Y gives rise to a fiber Z := F−1({Q}), which
Remark 1.54 explains is a closed submanifold of X of codimension dimY . One can check that TpZ is
exactly the kernel of dFp : TpX → TpY ; see [Lee13, Proposition 5.37].

1.3.3 Lie Groups
We now may stop doing topology.

13
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Definition 1.62 (Lie group). A regular Lie group is a group object in the category of regular manifolds.
For brevity, we may call (real) smooth Lie groups simply “Lie groups” or “real Lie groups,” and we may
call complex analytic Lie groups simply “complex Lie groups.”

As with any object, we have a notion of morphisms.

Definition 1.63 (homomorphism). A homomorphism of regular Lie groups is a regular map of the under-
lying manifolds and a homomorphism of the underlying groups; an isomorphism of regular Lie groups
is a homomorphism with an inverse which is also a homomorphism.

Remark 1.64. If X is already a regular manifold, and we are equipped with continuous multiplication
and inverse maps, to check that X becomes a regular Lie group, it is enough to check that merely the
multiplication map is regular. See [Lee13, Exercise 7-3].

Remark 1.65. Hilbert’s 5th problem asks whenC0 Lie groups can give rise to real Lie groups, and there
is a lot of work in this direction. As such, we will content ourselves to focus on real Lie groups instead
of any weaker regularity.

Remark 1.66. Any complex Lie group is also a real Lie group.

Here is a basic check which allows one to translate checks to the identity.

Lemma 1.67. Fix a regular Lie group G. For any g ∈ G, the maps Lg : G → G and Rg : G → G defined
by Lg(x) := gx and Rg(x) := xg are regular diffeomorphisms.

Proof. Regularity follows from regularity of multiplication. Our inverses ofLg andRg are given byLg−1 and
Rg−1 , which verifies that we have defined regular diffeomorphisms. ■

1.4 September 6
Last time we defined a Lie group. Today and for the rest of the course, we will study them.

1.4.1 Examples of Lie Groups
Here are some examples of Lie groups and isomorphisms.

Example 1.68. For our field F, the F-vector space Fn is a Lie group over F.

Example 1.69. Any finite (or countably infinite) group given the discrete topology becomes a real and
complex Lie group.

Example 1.70. The groups R× and R+ (under multiplication) are real Lie groups. In fact, one has an
isomorphism {±1} × R+ → R× of real Lie groups given by (ε, r) 7→ εr.

Example 1.71. The group S1 := {z ∈ C : |z| = 1} (under multiplication) is a real Lie group.

14
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Example 1.72. The group C× is a real Lie group. In fact, one has an isomorphism S1 ×R+ → C× of real
Lie groups given again by (ε, r) 7→ εr.

Example 1.73. Over our field F, the set GLn(F) of invertible n × n matrices is a Lie group. Indeed, it is
an open subset of Fn2 and thus a manifold, and one can check that the inverse and multiplication maps
are rational and hence smooth.

Example 1.74. Consider the collection of matrices

SU2 :=
{
A ∈ GL2(C) : detA = 1 and AA† = 12

}
,

where A† is the conjugate transpose. Then SU2 is an embedded submanifold of GL2(C) (cut out by the
given equations) and also a subgroup. By writing outA =

[
a b
c d

]
, one can write out our equations on the

coefficients as 
ad− bc = 1,

aa+ bb = 1,

ac+ bd = 0,

cc+ dd = 1.

In particular, we see that the vector (a, b) ∈ C2 is orthogonal to the vector (c, d), so we can solve for this
line as providing some λ ∈ C such that (c, d) = λ(−b, a). But then the determinant condition requires
λ = 1 from |a|2+|b|2 = 1. By expanding out a = w+ix and b = y+iz, one finds thatSU2 is diffeomorphic
to S3.

The classical groups provide many examples of Lie groups over our field F.

• One has GLn(F) and SLn(F), which are subsets of matrices cut out by the conditions detA ̸= 0 and
detA = 1, respectively.

• Orthogonal: fix a non-degenerate symmetric 2-form Ω on Fn. One can always adjust our basis of Fn
so that Ω is diagonal, and by adjusting our basis by squares, we may assume that Ω has only +1 or−1s
on the diagonal. If F = C, we can in fact assume that Ω = 1n, and then we find that our group is

On(C) := {A : A⊺A = 1n} .

Otherwise, if F = R, then our adjustment (and rearrangement) of the basis allows us to assume that
Ω takes the form Ωk,n−k := diag(+1, . . . ,+1,−1, . . . ,−1) with k copies of +1 and n − k copies of −1,
and we define

Ok,n−k(R) := {A : A⊺ΩA = Ω}

• Special orthogonal: one can add the condition that detA = 1 to all the above orthogonal groups, which
makes the special orthogonal groups.

• Symplectic: for F2n, one can fix a non-degenerate symplectic 2-form Ω. It turns out that, up to basis,
we find that Ω =

[
0 −1n
1n 0

]
, and we define

Sp2n(F) := {A : A⊺ΩA = 12n} .

• Unitary: using the non-degenerate Hermitian forms, we can similarly define

Un(C) :=
{
A : A†A = 1n

}
is a real Lie group. (Conjugation is not complex analytic, so this is not a complex Lie group!)

15



1.4. SEPTEMBER 6 261A: LIE GROUPS

1.4.2 Connected Components
We will want to focus on connected Lie groups in this class, so we spend a moment describing why one
might hope that this is a reasonable reduction. The main point is that it is basically infeasible to classify
finite groups, and allowing for disconnected Lie groups forces us to include all these groups in our study by
Example 1.69.

Quickly, recall our notions of connectivity; we refer to [Elb22, Appendix A.1] for details.

Definition 1.75 (connected). A topological space X is disconnected if and only if there exists disjoint
nonempty open subsets U, V ⊆ X covering X. If there exists no such pair of open subsets, then X is
connected; in other words, the only subsets of X which are both open and closed are ∅ and X.

Definition 1.76 (connected component). Given a topological spaceX and a point p ∈ X, the connected
component of p ∈ X is the union of all connected subspaces of X containing p.

Remark 1.77. One can check that the connected component is in fact connected and is thus the maximal
connected subspace.

Definition 1.78 (path-connected). A topological spaceX is path-connected if and only if any two points
p, q ∈ X have some (continuous) path γ : [0, 1]→ X such that γ(0) = p and γ(1) = q.

Definition 1.79. Given a topological space X and a point p ∈ X, the path-connected component of
p ∈ X is the collection of all q ∈ X for which there is a path connecting p and q.

Remark 1.80. One can check that having a path connecting two points of X is an equivalence relation
on the points of X. Then the path-connected components are the equivalence classes for this equiva-
lence relation. From this, one can check that the path-connected components are the maximal path-
connected subsets of a topological space.

One has the following lemmas.

Lemma 1.81. Fix a topological space X.

(a) If X is path-connected, then X is connected.

(b) If X is a connected topological n-manifold, then X is path-connected.

Proof. Part (a) is [Elb22, Lemma A.16]. Part (b) is [Elb24, Proposition 1.39]. ■

Lemma 1.82. Fix a continuous surjection f : X → Y of topological spaces. If X is connected, then Y is
connected.

Proof. This is [Elb22, Lemma A.8]. ■

Anyway, we are now equipped to return to our discussion of Lie groups.
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Lemma 1.83. Fix a Lie group G, and let G◦ ⊆ G be the connected component of the identity e ∈ G. For
any g ∈ G, we see that gG◦ is the connected component of g.

Proof. Certainly gG◦ is a connected subset containing g by Lemma 1.82 (note multiplication is continuous),
so it is contained in the connected component of g. On the other hand, any connected subset U around g
must have g−1U be a connected subset around e, so g−1U ⊆ G◦, so U ⊆ gG◦. In particular, the connected
component of g is also contained in gG◦. ■

Proposition 1.84. Fix a Lie group G, and let G◦ ⊆ G be the connected component of the identity e ∈ G.

(a) Then G◦ is a normal subgroup of G.

(b) The quotient π0(G) := G/G◦ given the quotient topology from the surjection G ↠ π0(G) is a
discrete countable group.

Proof. We show the parts independently.

(a) We check this in parts.

• Of course G◦ is a subgroup: it contains the identity, and the images of the maps i : G◦ → G and
m : G◦×G◦ → Gmust land in connected subsets ofG containing the identity by Lemma 1.82, so
we see that G◦ is contained

• We now must check that G◦ is normal. Fix some g ∈ G, and we want to show that gG◦g−1 ⊆ G◦.
Well, define the mapG◦ → G by a 7→ gag−1, which we note is continuous because multiplication
and inversion are continuous. Lemma 1.82 tells us that the image must be connected, and we see
e 7→ e, so the image must actually land in G◦.

(b) One knows that π0(G) is a group because G◦ is normal, and it is discrete because connected compo-
nents are both closed and open in G, so the corresponding points are closed and open in π0(G). (We
are implicitly using Lemma 1.83.) This is countable because a separated topological space must have
countably many connected components. ■

Remark 1.85. One can restate the above result as providing a short exact sequence

1→ G◦ → G→ π0(G)→ 1

of Lie groups. In this way, we can decompose our study of G into connected Lie groups and discrete
countable groups. In this course, we will ignore studying discrete countable groups because they are
too hard.

1.5 September 9
Today we talk more about subgroups and coverings.

1.5.1 Closed Lie Subgroups
Arbitrary subgroups of Lie groups may not inherit a manifold structure, so we add an adjective to acknowl-
edge this.

Definition 1.86 (closed Lie subgroup). Fix a Lie group G. A closed Lie subgroup is a subgroup H ⊆ G
which is also an embedded submanifold.

17



1.5. SEPTEMBER 9 261A: LIE GROUPS

Remark 1.87. On the homework, we will show that closed Lie subgroups are in fact closed subsets of
G. It is a difficult theorem (which we will not prove nor use in this class) that being a closed subset and
a subgroup implies that it is an embedded submanifold.

Here are some checks on subgroups.

Lemma 1.88. Fix a connected topological group G. Given an open neighborhood U of G of the identity
e ∈ G, the group G is generated by U is all of G.

Proof. Let H be the subgroup generated by U . For each h ∈ H, we see that hU ⊆ H, which is an open
neighborhood (see Lemma 1.67), so H ⊆ G is open. However, we also see that

G =
⊔
[g]

gH,

where [g] varies over representatives of cosets. Thus, G \H is again the union of open subsets, soH is also
closed, so G = H because G is connected. ■

Lemma 1.89. Fix a homomorphism f : G1 → G2 of connected Lie groups. If dfe : TeG1 → TeG2 is sur-
jective, then f is surjective.

Proof. By translating around (by Lemma 1.67), we see that f is a submersion. (Explicitly, for each g ∈ G1, we
see thatRf(g)◦f must continue to be a submersion at the identity, but this equals f ◦Rg, so f is a submersion
at g too.) Because submersions are open [Lee13, Proposition 4.28], we see that f being a submersion means
that its image is an open subgroup of G2, which is all of G2 by Lemma 1.88. ■

Here is a check to be a closed Lie subgroup.

Lemma 1.90. Fix a regular Lie group G of dimension n. A subgroup H ⊆ G is a closed Lie subgroup of
dimension k if and only if there is a single regular chart (U,φ) with e ∈ U such that

U ∩H = {g ∈ U : φk+1(g) = · · · = φn(g) = 0}

for some.

Proof. We have constructed a slice chart for the identity e ∈ H. We will translate this slice chart around
to produce a slice chart for arbitrary h ∈ H, which will complete the proof by [Lee13, Theorem 5.8]. In
particular, for any h ∈ H, we know that left translationLh−1 : G→ G is a diffeomorphism, so the composite

hU
Lh−1→ U

φ→ φ(U)

continues to be a chart of G with h ∈ hU . Furthermore, we see that g ∈ hU lives in H if and only if Lh−1g ∈
U ∩H, which by hypothesis is equivalent to

φk+1 (Lh−1g) = · · · = φn (Lh−1g) = 0.

Thus, we have constructed the desired slice chart. ■

We may want some more flexibility with our subgroups.

Example 1.91. Fix an irrational numberα ∈ R. Then there is a Lie group homomorphism f : R→ (R/Z)2
defined by f(t) := (t, αt). One can check that im f ⊆ (R/Z)2 is a dense subgroup, but it is not closed!

So we have the following definition.
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Definition 1.92 (Lie subgroup). Fix a Lie group G. A Lie subgroup is a subgroup H ⊆ G which is an
immersed submanifold.

1.5.2 Quotient Groups
Along with subgroups, we want to be able to take quotients.

Definition 1.93 (fiber bundle). A fiber bundle with fiber F on a smooth manifold X is a surjective con-
tinuous map π : Y → X such that there is an open cover U of X and (local) homeomorphisms making
the following diagram commute for all U ∈ U .

π−1(U) F × U

U

∼

π pr2

Fiber bundles are the correct way to discuss quotients.

Theorem 1.94. Fix a closed Lie subgroup H of a Lie group G.

(a) ThenG/H is a manifold of dimension dimG−dimH equipped with a quotient map q : G↠ G/H.

(b) In fact, q is a fiber bundle with fiber H.

(c) If H is normal in G, then G/H is actually a Lie group (with the usual group structure).

(d) We have Te(G/H) ∼= TeG/TeH.

Proof. We construct the manifold structure onG/H as follows: for each g ∈ G, we produce a coset g ∈ G/H,
which we note as q−1(g) = gH. Now, gH ⊆ G is an embedded submanifold because H is (we are using
Lemma 1.67), so one can locally find a submanifoldM ⊆ G around g intersecting gH transversally, meaning
that

TgG = TgM ⊕ Tg(gH).

By shrinkingM , we can ensure that the above map continues to be an isomorphism in a neighborhood of g,
so the multiplication mapM ×H → UH is a diffeomorphism. Now,MH is an open neighborhood of g ∈ G,
and M projects down to an open subset of G/H, so M ∼= q(M) provides our chart.

Now, (a) and (d) follows by inspection of the construction. We see that (b) follows because we built our
projection map G ↠ G/H so that it locally looks like U × H ↠ U , so we get our fiber bundle. Lastly, (d)
follows by the equality TgG = TgM ⊕ Tg(gH). ■

Remark 1.95. Writing the above out in detail would take several pages; see [Lee13, Theorem 21.10].

Access to quotients permits an isomorphism theorem, which we will prove later when we have talked a bit
about Lie algebras.

Theorem 1.96 (Isomorphism). Fix a Lie group homomorphism f : G1 → G2.

(a) The kernel ker f is a normal closed Lie subgroup of G1.

(b) The quotient G1/ ker f is a Lie subgroup of G2.

(c) The image im f is a Lie subgroup of G2. If im f is further closed, then G1/ ker f → im f is an
isomorphism of Lie subgroups.
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1.5.3 Actions

Groups are known by their actions, so let’s think about how our actions behave.

Definition 1.97 (action). Fix a Lie group G and regular manifold X. Then a regular action of G on X is a
regular map α : G×X → X satisfying the usual constraints, as follows.

(a) Identity: α(e, x) := x.

(b) Composition: α(g, α(h, x)) = α(gh, x).

This allows us to define the usual subsets.

Definition 1.98 (orbit, stabilizer). Fix a regular action of a Lie group G on a regular manifold X.

(a) The orbit of x ∈ X is the subspace Gx := {gx : g ∈ G}.

(b) The stabilizer of x ∈ X is the subgroup Gx := {g ∈ G : gx = x}.

Here are some examples.

Example 1.99. The group GLn(F) acts on the vector space Fn.

Example 1.100. The group SO3(R) preserves distances in its action on R3, so its action descends to an
action on S2.

Representations are special kinds of actions.

Definition 1.101 (representation). Fix a Lie group G over F. Then a representation of G is the (regular)
linear action of G on a finite-dimensional vector space V over F; namely, the map v 7→ g · v for each
g ∈ G must be a linear map V → V . A homomorphism of representations V and W is a linear map
A : V →W such that A(gv) = g(Av). These objects and morphisms make the category RepF(G).

Remark 1.102. Equivalently, we may ask for the induced map G → GL(V ), given by sending g ∈ G to
the map v 7→ gv, to be a Lie group homomorphism.
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Remark 1.103. The category RepF(G) comes with many nice operations.

(a) Duals: given a representation π : G→ GL(V ), we can induce a G-action on V ∗ := Hom(V,F) by(
(π∗g)(v∗)

)
(v) := v∗

(
g−1v

)
.

(Here, π∗g should be a map V ∗ → V ∗, so it takes a linear functional v∗ ∈ V ∗ as input and produces
the linear functional (π∗g)(v∗) as output.)

(b) Tensor products: given representations π : G → GL(V ) and π′ : G → GL(V ′), we can induce a
G-action on V ⊗W by (

(π ⊗ π′)(g ⊗ g′)
)
(v ⊗ v′) := π(g)v ⊗ π′(g′)v′.

(c) Hom sets: given representations π : G→ GL(V ) and π′ : G→ GL(V ′), we can induce a G-action
on Hom(V,W ) by

(gφ)(v) := π′(g)
(
φ(π(g)−1v)

)
.

(d) Quotients: given representations π : G → GL(V ) and π′ : G → GL(V ′), where V ⊆ V ′ is a G-
representation, then we can induce a G-action on V ′/V by

π′(g)(v′ + V ) := gv′ + V.

One can check that these operations makeRepF(G) into a symmetric monoidal abelian category. Check-
ing that these actually form actions is a matter of writing out the definitions, so we will omit it. (Notably,
all of these actions are algebraic combinations of previous actions, so all regularity is inherited.)

Returning to group actions on manifolds, we remark that Theorem 1.96 can be seen as a version of the
Orbit–stabilizer theorem.

Theorem 1.104 (Orbit–stabilizer). Fix a regular action of a Lie groupGon a regular manifoldX. Further,
fix x ∈ X.

(a) The orbit Gx is an immersed submanifold of X.

(b) The stabilizer Gx is a closed Lie subgroup of G.

(c) The quotient map f : G/Gx → X given by g 7→ gx is an injective immersion.

(d) If Gx is an embedded submanifold, then the map f of (c) is a diffeomorphism.

1.6 September 11
Today we talk more about homogeneous spaces.

1.6.1 Homogeneous Spaces
Let’s see some applications of Theorem 1.104.

Example 1.105. Suppose a regular Lie groupG acts smoothly and transitively on a regular manifoldX.
For each x ∈ X, we see that G/Gx → X is a bijective immersion. In particular, Sard’s theorem implies
that dimG/Gx = dimX, so we conclude that this map is in fact a bijective local diffeomorphism, which
of course is just a diffeomorphism. Thus, Theorem 1.94 tells us that the map G → X given by g 7→ gx
is a fiber bundle with fiber Gx.
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The above situation is so nice that it earns a name.

Definition 1.106 (homogeneous space). Fix a regular Lie group G acting smoothly and transitively on a
regular manifold X. If the action of G is transitive, we say that X is a homogeneous space of G.

Here are many examples.

Example 1.107. Continuing from Example 1.100, we recall thatSO3(R)acts onS2. In fact, one can check
that the stabilizer of any x ∈ S3 is isomorphic to S1, so Example 1.105 tells us that SO3(R) → S2 is a
fiber bundle with fiber S1. In general, we find that SOn(R)→ Sn is a fiber bundle with fiber SOn−1(R).

Example 1.108. The group SU2 acts on CP1 by matrix multiplication. We see that the stabilizer of some
line in CP1 consists of the matrices in SU2 with a nonzero eigenvector on the line. For example, using
the computation of Example 1.74, we see that trying to stabilizer [1 : 0] gives rise to the matrices

[
a −b
b a

]
where we require b = 0. Thus, we see that our stabilizer is isomorphic to U1. In particular, our orbits
are compact immersed submanifolds of CP1 of dimension dimSU2 − dimU1 = dimCP1, so the action
must be transitive in order for orbits to be closed and the correct dimension.

Example 1.109. One can check that SUn acts on S2n−1 ⊆ Cn with stabilizer isomorphic to SUn−1.

Example 1.110 (flag varieties). Let Fn be the set of “flags” of Fn, which is an ascending chain of sub-
spaces

0 = V0 ⊊ V1 ⊊ · · · ⊊ Vn−1 ⊊ Vn = Fn.

Then we see that GLn(F) acts onFn by matrix multiplication. On the homework, we check that this ac-
tion is transitive with stabilizer (of the standard flag {spanF(e1, . . . , ei)}ni=0) given by the matrix subgroup
Bn(F) ⊆ GLn(F) of upper-triangular matrices. Thus, we see that we can realize Fn as the manifold
quotient GLn(F)/Bn(F), providing a manifold structure.

Example 1.111 (Grassmannians). Let Grk(Fn) be the set of vector subspaces V ⊆ Fn of dimension k.
Then we see that GLn(F) acts transitively on Grk(Fn) with stabilizer of span(e1, . . . , ek) given by matri-
ces of the form [

A B
0 D

]
,

whereA ∈ Fk×k andB ∈ Fk×(n−k) andD ∈ F(n−k)×(n−k). Thus, we can realize Grk(Fn) as the manifold
quotient of GLn(F), providing a manifold structure.

Example 1.112. There are many regular actions of G on itself.

• Regular left: define our action Rℓ : G×G→ G by (g, x) 7→ gx.

• Regular right: define our action Rr : G×G→ G by (g, x) 7→ xg−1.

• Adjoint: define our action Ad: G×G→ G by (g, x) 7→ gxg−1. (This action is rarely transitive!)
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Example 1.113 (adjoint). Fix a regular Lie groupG. Note thatAdg(1) = 1, so we may take the differential
to provide a map (dAdg)e : TeG→ TeG, so we get an adjoint representation

G × TeG→ TeG
(g , v) 7→ (dAdg)e(v)

which we will frequently abuse notation to abbreviate the above as providing some Adg ∈ GL(TeG).
Expanding everything in sight into coordinates reveals that this action is smooth; in fact, one can check
(again in coordinates) that the map G → GL(TeG) given by g 7→ (dAdg)e is smooth. Taking the dif-
ferential of this last map produces a map TeG → End(TeG), which is sometimes called the adjoint
representation of TeG.

1.6.2 Covering Spaces
It will help to recall some theory around covering spaces. See [Elb23] for (some) more detail about this
theory or [Hat01] for (much) more detail.

Definition 1.114 (covering space). A covering space is a fibration p : Y → X with discrete fiber S. The
degree of p equals #S.

In more words, we are asking for each x ∈ X to have an open neighborhood U such that the restriction
p−1(U)→ U is homeomorphic (over U ) to

⊔
s∈S p

−1(U)→ U for some discrete set S.

Remark 1.115. If X is a regular manifold and deg p ≤ |N|, then Y is also a regular manifold. Indeed,
being a manifold is checked locally, so one can find neighborhoods as in the previous remark to witness
the manifold structure.

We are interested in paths in topological spaces, but there are too many. To make this set smaller, we
consider it up to homotopy.

Definition 1.116 (homotopy). Fix a topological space X. Two paths γ0, γ1 : [0, 1] → X are homotopic
relative to their endpoints if and only if there is a continuous map H• : [0, 1]

2 → X such that H0 = γ0
and H1 = γ1 and Hs(0) = γ0(0) = γ1(0) and Hs(1) = γ0(1) = γ1(1) for all s. The map H is called a
homotopy.

Definition 1.117 (simply connected). A topological space X is simply connected if and two paths with
the same endpoints are homotopic relative to those endpoints.

Example 1.118. One can check that S1 fails to be simply connected because the path going around the
circle is not homotopic to the constant path.

It is important to know that one can lift paths.

Theorem 1.119. Fix a covering space p : Y → X. Fix some point x ∈ X and a path γ : [0, 1] → X with
γ(0) = x. Then each x̃ ∈ p−1({x}) has a unique path γ̃ : [0, 1] → Y such that γ̃(0) = x̃ and making the
following diagram commute.

[0, 1] X̃

X

γ̃

γ
p
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Remark 1.120. One can further check that having two homotopic paths γ1 ∼ γ2 downstairs produce
homotopic paths γ̃1 ∼ γ̃2.

Remark 1.121. More generally, fix a simply connected topological spaceZ. Then given a map f : Z → X

and a choice of x̃ ∈ p−1({x}) and z ∈ f−1({x}), there will be a unique lift f̃ : Z → Y such that f̃(z) = x̃.
In short, given any z′ ∈ Z, find a path connecting z and z′, send this path into X and then lift it up to Y .
Because Z is simply connected (and the above theorem), the choice of path from z to z′ does not really
matter.

Anyway, we now define our collection of paths.

Definition 1.122 (fundamental group). Fix a point x of a topological spaceX. Then the set of paths both
of whose endpoints are x forms a monoid with operation given by composition (i.e., concatenation). If
we take the quotient of this monoid by homotopy classes of paths, then we get a group of path homo-
topy classes, which we call π1(X,x). This is the fundamental group.

Remark 1.123. For any two x, y ∈ X in the same path-connected component, the path α : [0, 1] → X
connecting x to y produces an isomorphism π1(X,x) ∼= π1(X, y) by γ 7→ α · γ · α−1, where · denotes
path composition.

Remark 1.124. The above remark allows us to verify that X is simply connected if and only π1(X,x) is
trivial for all x. In fact, we only have to check this for one x in each path-connected component.

1.7 September 13
Today we continue our discussion of coverings.

1.7.1 The Universal Cover
There is more or less one covering space which produces all the other ones.

Definition 1.125 (universal cover). Fix a path-connected topological space X. Then a covering space
p : Y → X is the universal cover if and only if Y is connected and simply connected.

We now discuss an action of π1(X, b) on covering spaces in order to better understand this universal cover.
Fix a covering space p : Y → X and a basepoint x ∈ X. Then we note that π1(X,x) acts on the fiber p−1({x})
as follows: for any [γ] ∈ π1(X,x) and x̃ ∈ p−1({x}), we define γ̃ : [0, 1]→ Y by lifting the path γ : [0, 1]→ X
up to Y so that γ̃(0) = x̃; then

[γ] · x̃ := γ̃(1).

One can check that this action is well-defined (namely, it does not depend on the representative γ and does
provide a group action). Here are some notes.

• If Y is path-connected, then the action is transitive: and x̃, x̃′ ∈ p−1({x}) admit a path γ̃ : [0, 1] → Y
with γ̃(0) = x̃ and γ̃(1) = x̃′, so γ := p ◦ γ̃ has

[γ] · x̃ := x̃′

by construction of γ.
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• If Y is simply connected, then this action is also free. Indeed, choose two paths γ1, γ2 : [0, 1] → X
representing classes in π1(X,x). Now, suppose that [γ1] · x̃ = [γ2] · x̃ for each x̃ ∈ p−1({x}), and we
will show that [γ1] = [γ2]. Well, choosing lifts γ̃1 and γ̃2, the hypothesis implies that they have the
same endpoints. Thus, because Y is simply connected, we know γ̃1 ∼ γ̃2. We now see that γ1 ∼ γ2 by
composing the homotopy witnessing γ̃1 ∼ γ̃2 with p.

The conclusion is that p−1({x}) is in bijection with π1(X,x) when p : Y → X is the universal cover. Here are
some examples.

Example 1.126. One has a covering space p : Sn → RPn given by

(x0, . . . , xn) 7→ [x0 : . . . : xn].

Forn ≥ 2, we knowSn is simply connected, so it will be the universal cover, and we are able to conclude
that π1(RPn) is isomorphic to a fiber of p, which has two elements, so π1(RPn) ∼= Z/2Z.

Example 1.127. One has a covering space p : R→ S1 given by p(t) := e2πit. We can see that R is simply
connected (it’s convex), so this is a universal covering. This at least tells us that π1

(
S1
)

is countable,
and one can track through the group law through the above bijections to see that actually π1

(
S1
) ∼= Z.

Example 1.128. One can show that π1(C \ {z1, . . . , zn}) is the free group on n generators, basically cor-
responding to how one goes around each point.

Now, in the context of our Lie groups, we get the following result.

Theorem 1.129. Fix a regular Lie group G, and let p : G̃→ G be the universal cover.

(a) Then G̃ has the structure of a regular Lie group.

(b) The projection p is a homomorphism of Lie groups.

(c) The kernel ker p ⊆ G̃ is discrete, central, and isomorphic to π1(G, e). In particular, π1(G, e) is
commutative.

Proof. Here we go.

(a) Remark 1.115 tells us that G̃ is a regular manifold, so it really only remains to exhibit the group struc-
ture. We will content ourselves with merely describing the group structure. Fix any ẽ ∈ p−1({e}),
which will be our identity.
Now, G̃ is simply connected, so G̃× G̃ is also simply connected. Thus, Remark 1.115 explains that the
composite

G̃× G̃→ G×G m→ G

will lift to a unique map to the universal cover as a map m̃ making the following diagram commute.

G̃× G̃ G̃ (ẽ, ẽ) ẽ

G×G G (e, e) e

m̃

(p,p) p

m

One can construct the inverse map similarly by lifting the map G̃ p→ G
i→ G to a map to G̃ sending

ẽ 7→ ẽ. Uniqueness of lifting will guarantee that we satisfy the group law.
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(b) We see that p is a homomorphism by construction of m̃ above.

(c) This is on the homework. ■

Example 1.130. Recall that we have the fiber bundle SOn(R) → Sn−1 with fiber SOn−1(R). Thus, the
long exact sequence in homotopy groups produces

π2
(
Sn−1

)
→ π1(SOn−1(R))→ π1(SOn(R))→ π1

(
Sn−1

)
→ π0 (SOn−1(R)) .

Now, for n ≥ 4, one has that π2
(
Sn−2

)
= π1

(
Sn−1

)
= 1, so we have π1 (SOn−1(R)) ∼= π1 (SOn(R)).

One can check that SO3(R) ∼= RP3, so we see that

π1 (SOn(R)) ∼= Z/2Z

for n ≥ 4. The universal (double) cover of SOn(R) is called Spinn, and Theorem 1.129 explains that we
have a short exact sequence

1→ Z/2Z→ Spinn → SOn(R)→ 1.

Example 1.131. More concretely, one can show that SU2(C) has an action on R3 preserving distances
and orientation, so we get a homomorphism SU2(C)→ SO3(R). One can check that this map is surjec-
tive with kernel isomorphic to Z/2Z.

Remark 1.132. In general, Theorem 1.129 explains that we have a short exact sequence

1→ π1(G)→ G̃→ G→ 1

for any regular Lie groupG, so it does not cost us too much to pass fromG to G̃, allowing us to assume
that the Lie groups we study are simply connected. (Note that even though π1(G) is discrete, the short
exact sequence does not split: G̃ succeeds at being connected.)

1.7.2 Vector Fields
Fix a regular manifold X of dimension n. We may be interested in thinking about all our tangent spaces at
once.

Definition 1.133 (tangent bundle). Fix a regular manifold X. Then we define the tangent bundle as

TX := {(x, v) : v ∈ TxX}.

Note that there is a natural projection map TX → X by (x, v) 7→ x.

Remark 1.134. Locally on a chart (U,φ) of X, we see that φ provides coordinates (x1, . . . , xn) on U , so
one has a bijection

U × Rn → TU

by sending (x, ∂/∂xi) 7→
(
φ−1(x), dφ−1

x (∂/∂xi)
)

(In the future, we may conflatedφ−1
x (∂/∂xi)with∂/∂xi).

This provides a chart for TU , and one can check that these charts are smoothly compatible by an ex-
plicit computation using the smooth compatibility of charts onX. The point is that TX → X is a vector
bundle of rank n.

Vector bundles are interesting because of their sections.
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Definition 1.135 (vector field). Fix a regular manifold X. Then a vector field on X is a smooth section
σ : X → TX of the natural projection map TX → X.

Remark 1.136. Locally on a chart (U,φ) with coordinates (x1, . . . , xn), we see that we can think about a
vector field σ locally as

σ(x) :=

n∑
i=1

σi(x)
∂

∂xi

∣∣∣∣
x

,

where the smoothness of σ enforces the σ•s to be smooth. Changing coordinates to (U ′, φ′) with a
coordinate expansion σ(x) =

∑
i σ

′
i(x)

∂
∂x′

i
, one can change bases using the Jacobian of φ′ ◦ φ−1 to find

that

σ′
i(x) =

n∑
j=1

∂x′i
∂x′j

σj(x).

Anyway, the point is that we can define a vector field locally on these coordinates and then going back
and checking that we have actually defined something that will glue smoothly up to X.

The reason we care so much about tangent spaces in this class is because they give rise to our Lie algebras,
whose representations are somehow our main focus.

Definition 1.137 (Lie algebra). Fix a Lie group G. Then the Lie algebra of G is the vector space

g := TeG.

We may also notate g by Lie(G).

It is somewhat difficult to find structure in this tangent space immediately, so we note thatTeG is isomorphic
with another vector space.

Definition 1.138 (invariant vector field). Fix a Lie group G. Then a vector field ξ : G → TG is left-
invariant if and only if

ξ(gx) = dLg(ξ(x))

for any x, g ∈ G. One can define right-invariant analogously.

Remark 1.139. We claim that the vector space of left-invariant vector fields is isomorphic to g. Here are
our maps.

• Given a left-invariant vector field ξ, one can produce the tangent vector ξ(e) ∈ g.

• Given some ξ(e) ∈ g, we define
ξ(g) := dLg(ξ(e)) ∈ TgG.

It is not difficult to check that ξ : G → TG is at least a section of the natural projection TG → G.
We omit the check that ξ is smooth because it is somewhat involved.

Remark 1.140. As an aside, we note that the produced left-invariant vector fields parallelizes G after
providing a basis of g; in particular, one has a canonical isomorphismTG ∼= G×g. One can actually show
that TG is a Lie group with Lie group structure given by functoriality of the tangent bundle applied to
the group operations of G, and one finds that TG ∼= G⋊ g, where G acts on g by the adjoint action.

Next class we will go back and argue that our classical groups are actually Lie groups and compute their Lie
algebras.

27



1.8. SEPTEMBER 16 261A: LIE GROUPS

1.8 September 16

Today we will talk about Lie algebras of classical groups.

1.8.1 The Exponential Map: The Classical Case

Let’s work through our examples by hand. Recall that our classical groups are our subgroups of GLn(F)
cut out by equations involving det and preserving a bilinear/sesquilinear form (symmetric, symplectic, or
Hermitian).

Example 1.141. We show that GLn(F) is a Lie group over F and compute its Lie algebra.

Proof. Note GLn(F) is an open submanifold of Mn(F) ∼= Fn×n. Matrix multiplication and inversion are ra-
tional functions of the coordinates and hence smooth, so GLn(F) succeeds at being a Lie group. Lastly, we
see that being open implies that our tangent space is

TeGLn(F) ∼= TeMn(F) ∼= Fn,

as required. ■

We will postpone the remaining computations until we discuss the exponential. For these computations,
we want the exponential map.

Definition 1.142 (exponential). For X ∈ gln(F), we define the exponential map exp: gln(F) → GLn(F)
by

exp(X) :=

∞∑
k=0

Xk

k!
.

Note that exp is an isomorphism at the identity, so the Inverse function theorem provides a smooth
“local” inverse log(1n + X) defined in an open neighborhood of 1n. In fact, one can formally compute
that

log(1n +X) =

∞∑
k=1

(−1)k+1X
k

k
.

We run a few small checks.

Remark 1.143. Note exp(0) = 1. In fact, one can check that d exp0(A) = A for any A ∈ gln(F) by taking
the derivative term by term.

Remark 1.144. We also see that exp
(
AXA−1

)
= A exp(X)A−1 and exp(X⊺) = exp(X)⊺ and exp(X†) =

exp(X)† by a direct expansion.

What’s important about exp is the following multiplicative property.

Lemma 1.145. Fix X,Y ∈ gln(F) which commute. Then

exp(X + Y ) = exp(X) exp(Y ).
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Proof. We check this in formal power series. Because everything in sight converges, this is safe. The main
point is to just expand everything. Indeed,

exp(X + Y ) =

∞∑
k=0

(X + Y )k

k!

=

∞∑
k=0

1

k!

( ∑
a+b=k

(
k

a

)
XaY b

)

=

∞∑
a,b=0

1

(a+ b)!
· (a+ b)!

a!b!
XaY b

=

∞∑
a,b=0

Xa

a!
· Y

b

b!

= exp(X) exp(Y ),

as required. ■

Remark 1.146. For fixedX, the previous point implies that the map F→ GLn(F) given by t 7→ exp(tX)
is a Lie group homomorphism. (Smoothness is automatic by smoothness of exp.) The image of this map
is called the “1-parameter subgroup” generated by X.

Remark 1.147. Taking inverses shows that log(XY ) = logX + log Y for X and Y close enough to the
identity.

Here is another check which is a little more interesting.

Lemma 1.148. Fix X ∈ gln(F). Then

det exp(X) = exp(trX).

Proof. The computations do not change if we extend the base field, so we may work over C everywhere.
Thus, we may assume that X is upper-triangular by conjugating (see Remark 1.144) say with diagonal
entries {d1, . . . , dn}. Now, for any k ≥ 0, any Xk continues to be upper-triangular with diagonal entries{
dk1 , . . . , d

k
n

}
. Thus, we see that exp(X) is upper-triangular with diagonal entries {exp(d1), . . . , exp(dn)}, so

det exp(X) = exp(d1) · · · exp(dn) (1.1)
= exp(d1 + · · ·+ dn) (1.2)
= exp(trX), (1.3)

as required. ■

1.8.2 The Classical Groups
For our classical groups, we will show the following result.

Theorem 1.149. For each classical group G ⊆ GLn(F), there will exist a vector subspace g ⊆ gln(F)
(which can be identified with TeG via the embedding G ⊆ GLn(F)) and open neighborhoods of the
identity U ⊆ GLn(F) and u ⊆ g such that exp: (U ∩G)→ (u ∩ g) is a local isomorphism.

Before engaging with the examples, we note the following corollary.
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Corollary 1.150. For each classical group G, we see that G is a Lie group with TeG = g and dimG =
dim g.

Proof. It suffices to provide a slice chart of the identity forG ⊆ GLn(F); we then get slice charts everywhere
by translation. Well, ■

Let’s now proceed with our examples. We begin with some general remarks.

Lemma 1.151. Let G ⊆ GLn(F) be a closed Lie subgroup, and let SG := {g ∈ G : det g = 1}. We show
SG is a Lie subgroup and compute T1SG ⊆ T1G as

T1SG = {g ∈ T1G : tr g = 0}.

Proof. Let G act on F by µ : G× F→ F by µ(g, c) := (det g)c. Note that µ is a polynomial and hence regular,
so this is a regular action upon checking that µ(1, c) = c and µ(g, µ(h, c)) = µ(gh, c), which hold because det
is a homomorphism.

Now, the stabilizer of 1 ∈ F consists of the g ∈ G such that (det g) ·1 = 1, which is equivalent to det g = 1
and hence equivalent to g ∈ SG. Thus, SG ⊆ G is a closed Lie subgroup with

T1SG(F) = {v ∈ T1G : (ddet)1(v) = 0},

where det : G → F is the determinant map. To compute (ddet)1(v), we identify T1G ⊆ T1 GLn(F) =
T1Mn(F) ∼=Mn(F); then for anyX ∈Mn(F), we note that the path γ : R→Mn(R) defined by γ(t) := 1+ tX
has γ(0) = 1 and γ′(0) = X, so

(ddet)1(X) = (ddet)1(γ
′(0)) = (det ◦γ)′(0) = d

dt
det(1 + tX)

∣∣∣∣
t=0

.

Thus, we are interested in the linear terms of the polynomial det(1+ tX). Now, writingX out in coordinates
as X = [Xij ]1≤i,j≤n and setting Aij = 1i=j + tXij , we note

det(1 + tX) = detA =
∑
σ∈Sn

sgn(σ)A1σ(1) · · ·Anσ(n).

Now, the only way a summand can produce linear terms is if there is at most one non-diagonal entry Aij ,
which of course forces all entries to be diagonal. Thus,

d

dt
det(1 + tX)

∣∣∣∣
t=0

=
d

dt
(1 + tX11) · · · (1 + tXnn)

∣∣∣∣
t=0

∗
= (X11 + · · ·+Xnn) = trX,

where ∗
= holds by an expansion of the terms looking for linear terms. Thus,

T1SG = {X ∈ T1G : trX = 0}.

■

Lemma 1.152. Let J ∈ Mn(F) be some matrix, and let (−)∗ denote either of the involutions (−)⊺ or
(−)†. Then one has the subgroup

OJ(F) := {g ∈ GLn(F) : g∗Jg = J}.

We claim that OJ(F) ⊆ GLn(F) is a closed Lie subgroup (though if (−)∗ = (−)† and F = C, then OJ(F)
is a group over R) and compute that

T1OJ(F) = {X ∈Mn(F) : X∗J + JX = 0}.

30



1.8. SEPTEMBER 16 261A: LIE GROUPS

Proof. Indeed, let GLn(F) act on Mn(F) by µ(g,A) := g∗Ag. This (right!) action is polynomial and hence
regular (with the previous parenthetical in mind), and we can check that it is an action because µ(1, A) = A
and µ(g, µ(h,A)) = g∗h∗Ahg = µ(hg,A).

Now, the stabilizer of J ∈ Mn(F) is precisely OJ(F) by definition, so OJ(F) ⊆ GLn(F) is in fact a closed
Lie subgroup. We also go ahead and compute T1OJ(F). Letting f : GLn(F)→Mn(F) be defined by f(g) :=
g∗Jg, we see that

T1OJ(F) = ker df1,

so we want to compute df1. As usual, we identify T1G ⊆ T1 GLn(F) = T1Mn(F) ∼= Mn(F); then for any
X ∈Mn(F), we note that the path γ : R→Mn(R) defined by γ(t) := 1 + tX has γ(0) = 1 and γ′(0) = X, so

df1(X) = df1(γ
′(0)) = (f ◦ γ)′(0) = d

dt
f(1 + tX)

∣∣∣∣
t=0

.

Thus, we go ahead and compute

f(1 + tX) = (1 + tX)∗J(1 + tX) = J + t(X∗J + JX) + t2X∗JX,

so
df1(X) =

d

dt
f(1 + tX)

∣∣∣∣
t=0

= X∗J + JX.

Thus,
T1OJ(F) = {X ∈Mn(F) : X∗J + JX = 0},

as required. ■

We now execute our computations in sequence.

(a) Using the preceding remarks, we see that

T1 Up,q(C) = {X ∈Mn(C) : X∗Bp,q +Bp,qX = 0},

where Bp,q =
[
1p

−1q

]
is a diagonal matrix. We now continue as in (c). Set X := [A B

C D ] to have the
appropriate dimensions, and then we compute

X∗Bp,q +Bp,qX =

[
A∗ C∗

B∗ D∗

] [
1
−1

]
+

[
1
−1

] [
A B
C D

]
=

[
A∗ −C∗

B∗ −D∗

]
+

[
A B
−C −D

]
=

[
A∗ +A B − C∗

B∗ − C −D∗ −D

]
.

In particular, this will vanish if and only if A and D are skew-Hermitian and B = C∗, so

T1 Up,q(C) =
{[

A B
B∗ D

]
: A ∈Mp(C), D ∈Mq(C), A = −A∗, D = −D∗

}
,

T1 Un(C) = {A ∈Mn(C) : A = −A∗} .

Now, the space of p × p skew-Hermitian matrices A (namely, satisfying A = −A∗) is forced to have
imaginary diagonal, and then the remaining entries are uniquely determined by their values strictly
above the diagonal. Thus, the real dimension of this space is p+ p(p− 1) = p2. We conclude that

dimR Up,q(C) = p2 + 2pq + q2 = n2,

dimR Un(C) = n2.

From here, we address SU by recalling that

T1 SUp,q(R) = {X ∈ T1 Up,q(C) : trX}.
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In particular,

T1 SUp,q(C) =
{[

A B
B∗ D

]
: A ∈Mp(C), D ∈Mq(C), A = −A∗, D = −D∗, trA+ trD = 0

}
,

T1 SUn(C) = {A ∈Mn(C) : A = −A∗, trA = 0} .

Now, tr continues is real and actually surjects onto R for n ≥ 1, even for our family of matrices above
(for example, for any real number r, the matrix diag(r, 0, . . . , 0) has trace r and lives in the above fami-
lies). Thus, the kernel has dimension one smaller than the total space, giving

dimR SUp,q(C) = n2 − 1,

dimR SUn(C) = n2 − 1.

Example 1.153. We will show that

SLn(F) := {A ∈ GLn(F) : detA = 1}

is a Lie group over F and compute its Lie algebra to find dimF SLn(F) = n2 − 1.

Proof. We use Lemma 1.151. We see that

T1 SLn(F) = {X ∈Mn(F) : trX = 0}.

(Note T1 GLn(F) = T1Mn(F) ∼= Mn(F).) As such, we note that tr : Mn(F) → F is surjective (for n ≥ 1), so
dimF T1 SLn(F) = dimF ker tr = dimFMn(F)− 1 = n2 − 1. ■

We now begin our computations for bilinear forms.

Example 1.154. Let B := 1n be the standard bilinear form. We will show that

On(F) := {A ∈ GLn(F) : ABA⊺B}

is a Lie group over F and compute its Lie algebra to find dimF On(F) = 1
2n(n− 1).

Proof. We use Lemma 1.152. We see that

T1 On(F) = {X ∈Mn(F) : X⊺ +X = 0} ,

which is the space of alternating matrices. Thus, we see that the diagonal of X ∈ T1 On(F) vanishes, and
the remaining entries are determined by the values strictly above the diagonal, of which there are 1

2n(n−1).
Thus, dimOn(F) = 1

2n(n− 1). ■

Example 1.155. We will show that

SOn(F) := {A ∈ On(F) : detA = 1}

is a Lie group over F and compute its Lie algebra to find dimF SOn(F) = 1
2n(n− 1).

Proof. Using Lemma 1.151, we see that

T1 SOn(F) = {X ∈ On(F) : trX = 0}.

However, alternating matrices already have vanishing traces, so T1 SOn(F) is simply the full space of alter-
nating matrices, giving dimF SOn(F) = 1

2n(n− 1). ■

Over R, there are more bilinear forms.
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Example 1.156. Let Bp,q := 1p ⊕ 1q where n = p+ q. We will show that

Op,q(R) := {A ∈ GLn(R) : ABp,qA⊺Bp,q}

is a Lie group over R and compute its Lie algebra to find dimR Op,q(R) = 1
2n(n− 1).

Proof. By Lemma 1.152, we see that

T1 Op,q(R) = {X ∈Mn(R) : X⊺Bp,q +Bp,qX = 0} ,

where Bp,q =
[
1p

−1q

]
is a diagonal matrix. To compute the dimension of this space of matrices, we set

X := [A B
C D ] to have the appropriate dimensions, and then we compute

X⊺Bp,q +Bp,qX =

[
A⊺ C⊺

B⊺ D⊺

] [
1
−1

]
+

[
1
−1

] [
A B
C D

]
=

[
A⊺ −C⊺

B⊺ −D⊺

]
+

[
A B
−C −D

]
=

[
A⊺ +A B − C⊺

B⊺ − C −D⊺ −D

]
.

In particular, this will vanish if and only if A and D are both alternating, and B = C⊺, yielding

T1 Op,q(R) =
{[

A B
B⊺ D

]
: A ∈Mp(R) and D ∈Mq(R) are alternating

}
.

Thus, the dimension of our space is

dimR Op,q(R) =
1

2
p(p− 1)︸ ︷︷ ︸

A

+ pq︸︷︷︸
B=C⊺

+
1

2
q(q − 1)︸ ︷︷ ︸
D

=
1

2

(
p2 + 2pq + q2 − p− q

)
=

1

2
(p+ q)(p+ q − 1)

=
1

2
n(n− 1),

where the dimension computations for (the spaces of) A and D are as in. ■

Example 1.157. We will show that

SOp,q(R) := {A ∈ Op,q(F) : detA = 1}

is a Lie group over R and compute its Lie algebra to find dimR SOp,q(R) = 1
2n(n− 1).

Proof. We use Lemma 1.151, we note that

T1 SOp,q(R) : {X ∈ T1 Op,q(R) : trX = 0},

but our description of X = [A B
C D ] has A and D alternating, so trX = trA + trD = 0. Thus, we see

T1 SOp,q(R) = T1 Op,q(R), so the above description of tangent space and dimension go through. ■
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Example 1.158. Let Ω2n :=
[
0n −1n
1n 0n

]
be the standard symplectic form. We will show that

Sp2n(F) := {A ∈ GLn(F) : AΩA⊺ = A}

is a Lie group over F and compute its Lie algebra to find dimF Sp2n(F) = 2n2 + n.

Proof. By Lemma 1.152, we see that

T1 Sp2n(F) = {X ∈Mn(F) : X⊺Ω+ ΩX = 0},

where Ω =

[
−1n

1n

]
is alternating. As usual, we set X := [A B

C D ] to have the appropriate dimensions, and
we compute

X⊺Ω+ ΩX =

[
A⊺ C⊺

B⊺ D⊺

] [
−1

1

]
+

[
−1

1

] [
A B
C D

]
=

[
C⊺ −A⊺

D⊺ −B⊺

]
+

[
−C −D
A B

]
=

[
C⊺ − C −D −A⊺

A+D⊺ B −B⊺

]
.

Thus, we see that

T1 Sp2n(F) =
{[
A B
C −A⊺

]
: A,B,C ∈Mn(F), B = B⊺, C = C⊺

}
,

and our dimension is

dimF Sp2n(F) = n2︸︷︷︸
A

+
1

2
n(n+ 1)︸ ︷︷ ︸

B

+
1

2
n(n+ 1)︸ ︷︷ ︸

C

= 2n2 + n,

where we compute the dimension of space of symmetric matrices exactly analogously to the case of alter-
nating matrices, except now the diagonal is permitted to be nonzero. ■

Lastly, we handle Hermitian forms.

Example 1.159. Let Bp,q := 1p ⊕ 1q where n = p+ q. We will show that

Up,q(C) :=
{
A ∈ GLn(F) : ABp,qA†Bp,q

}
is a Lie group over R and compute its Lie algebra to find dimR Up,q(C) = n2.

Proof. Using Lemma 1.152, we see that

T1 Up,q(C) = {X ∈Mn(C) : X∗Bp,q +Bp,qX = 0},

where Bp,q =
[
1p

−1q

]
is a diagonal matrix. We now continue as in (c). Set X := [A B

C D ] to have the appro-
priate dimensions, and then we compute

X∗Bp,q +Bp,qX =

[
A∗ C∗

B∗ D∗

] [
1
−1

]
+

[
1
−1

] [
A B
C D

]
=

[
A∗ −C∗

B∗ −D∗

]
+

[
A B
−C −D

]
=

[
A∗ +A B − C∗

B∗ − C −D∗ −D

]
.
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In particular, this will vanish if and only if A and D are skew-Hermitian and B = C∗, so

T1 Up,q(C) =
{[

A B
B∗ D

]
: A ∈Mp(C), D ∈Mq(C), A = −A∗, D = −D∗

}
,

T1 Un(C) = {A ∈Mn(C) : A = −A∗} .

Now, the space of p×p skew-Hermitian matricesA (namely, satisfyingA = −A∗) is forced to have imaginary
diagonal, and then the remaining entries are uniquely determined by their values strictly above the diagonal.
Thus, the real dimension of this space is p+ p(p− 1) = p2. We conclude that

dimR Up,q(C) = p2 + 2pq + q2 = n2,

as required. ■

Example 1.160. We will show that

SUp,q(C) := {A ∈ SUp,q(C) : detA = 1n}

is a Lie group over R and compute its Lie algebra to find dimR SUp,q(C) = n2 − 1.

Proof. By Lemma 1.151, we see

T1 SUp,q(R) = {X ∈ T1 Up,q(C) : trX}.

In particular,

T1 SUp,q(C) =
{[

A B
B∗ D

]
: A ∈Mp(C), D ∈Mq(C), A = −A∗, D = −D∗, trA+ trD = 0

}
,

T1 SUn(C) = {A ∈Mn(C) : A = −A∗, trA = 0} .

Now, tr continues is real and actually surjects onto R for n ≥ 1, even for our family of matrices above (for
example, for any real number r, the matrix diag(r, 0, . . . , 0) has trace r and lives in the above families). Thus,
the kernel has dimension one smaller than the total space, giving

dimR SUp,q(C) = n2 − 1,

as required. ■
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THEME 2

PASSING TO LIE ALGEBRAS

It is my experience that proofs involving matrices can be shortened by
50% if one throws the matrices out.

—Emil Artin

2.1 September 18
Today we compute our Lie algebras.

2.1.1 The Exponential Map: The General Case
Given a Lie group G with Lie algebra g, we would like to define an exponential map exp: g→ G. Recall that
exp gave rise to our homomorphisms γ : R→ Gwith γ(0) = e and γ′(0) is specified. This will be our starting
point.

Proposition 2.1. Fix a regular Lie group G with Lie algebra g. For each X ∈ g, there exists a unique Lie
group homomorphism γX : R→ G such that γ′X(0) = X.

Proof. We use the theory of integral curves; see [Lee13, Chapter 9]. In particular, we see that we must
satisfy γ(s+ t) = γ(t)γ(s) for all s, t ∈ R, which yields

γ′(t) = γ(t)γ′(0),

where this multiplication really means dLγ(t)(γ′(0)).
Thus, we see that we want to extend X ∈ TeG to a left-invariant vector field, and then we let γ : R→ G

be the integral curve of this vector field satisfying γ(0) = e. (A priori, γ can only be defined in a neighborhood
of the identity, but we can translate around in the groupG to get a global solution. See [Lee13, Lemma 9.15]
and in particular its corollary [Lee13, Theorem 9.18].) Then

γ′(t) = X(γ(t)) = dLγ(t)(X(0)) = dLγ(t)(X)

for each t ∈ R.
Thus far we have shown that there is at most one Lie group homomorphism γX : R → G satisfying

γ′X(0) = X; namely, it will be the above integral curve! It remains to check that the above integral curve
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actually satisfies γ(t + s) = γ(t)γ(s). Well, for s ∈ R, we define γ1(t) = γ(t + s) and γ2(t) = γ(s)γ(t). Then
we see that γ1 and γ2 are both integral curves satisfying the ordinary differential equation

γ̃′(t) = dLγ̃(t)(γ̃
′(0))

with initial condition γ̃(0) = γ(s), so the must be equal, completing the proof. ■

Remark 2.2. Here is one way to conclude without using [Lee13, Theorem 9.18]. The last paragraph of
the proof provides a path γ : (−ε, ε) → G for some ε > 0 satisfying the homomorphism property. But
then any N > 0 allows us to define γ̃ : (−N,N)→ G given by

γ̃(t) := γ(t/N)N .

However, we can check that γ̃ satisfies γ̃′(t) = dLγ̃(t)(X) with initial condition γ̃(0) = e, so γ̃ extends γ.
Thus, we can extend γ to

⋃
N>0(−Nε,Nε) = R.

We now define exp motivated by the classical case.

Definition 2.3 (exponential). Fix a regular Lie group G with Lie algebra g. For each X ∈ g, define γX via
Proposition 2.1. Then we define expG : g→ G by

expG(X) := γX(1).

We will omit the subscript from expG as much as possible.

Example 2.4. If G ⊆ GLn(F) is classical, we can take γX(t) = exp(tX) where exp is defined as for GLn.
Thus, exp(X) matches with the above definition.

Example 2.5. Consider the Lie group Rn. Then for each X ∈ T0Rn, we identify T0Rn ∼= Rn to observe
that we can take γX(t) := tX. Thus, exp(X) = X.

Example 2.6. For any G, we can take γ0(t) := 0, so exp(0) = 1.

Example 2.7. We can directly compute that

(d exp)0(X) =
d

dt
exp(tX)

∣∣∣∣
0

∗
=

d

dt
γX(t)

∣∣∣∣
t=0

= X.

The equality exp(tX)
∗
= γX(t) is explained as follows: we can check that γrX(t) = γX(rt) for any r, t ∈ R

by computing the derivative at 0, so exp(tX) = γtX(1) = γX(t) follows.

Here are some quick checks.

Proposition 2.8. Fix a regular Lie group G with Lie algebra g. Then exp: g → G is regular and a local
diffeomorphism.

Proof. Note that exp solves the differential equation given by Example 2.7, for which the theory of integral
curves promises that this solution must be regular. Example 2.7 also tells us that exp is an isomorphism at
the identity and hence a local diffeomorphism. ■

We would like to know something like exp(A+B) = exp(A) exp(B) whenA andB commute, but one needs
to be a little careful in how to state this. Here are some manifestations.
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Proposition 2.9. Fix a regular Lie group G with Lie algebra g. Then

exp((s+ t)X) = exp(sX) exp(tX)

for any s, t ∈ R and X ∈ g.

Proof. This is a matter of following the definitions around. Let γX : R→ G be the one-parameter family for
X. Then we see that γrX(t) = γX(rt) for any r ∈ R as explained in Example 2.7, so

exp((s+ t)X) = γ(s+t)X(1) = γX(s+ t) = γX(s)γX(t) = exp(sX) exp(tX),

as desired. ■

Proposition 2.10. Fix a homomorphism φ : G→ H of Lie groups. Then

φ(expG(X)) = expH(dφ0(X))

for any X ∈ TeG.

Proof. This follows from the definition. In particular, we claim that

γdφ0(X)(t)
?
= φ(γX(t)).

To see this, note that t 7→ φ(γX(t)) is a Lie group homomorphismR→ H, and we can compute the derivative
at 0 to be dφ0(γ

′
X(0)) = dφ0(X), as required. Plugging in t = 1 to the above equation completes the proof.

■

Corollary 2.11. Fix homomorphisms φ1, φ2 : G → H of Lie groups. Suppose G is connected. If dφ1 =
dφ2, then φ1 = φ2.

Proof. Using Proposition 2.10, we see that

φ(exp(X)) = exp(dφ0(X))

produces the same answer for φ ∈ {φ1, φ2}. However, exp is a local diffeomorphism by Proposition 2.8, so
we have determined the values ofφ1 andφ2 on the image of exp, which must contain an open neighborhood
of the identity of G. Thus, because G is connected, we see that G is generated by this open neighborhood,
so in fact we have fully determined the values of φ1 and φ2. ■

Proposition 2.12. Fix a regular Lie group G with Lie algebra g, and let Ad• : G → GL(g) be the adjoint
representation of Example 1.113. For any g ∈ G and X ∈ g, we have

g exp(X)g−1 = exp(AdgX).

Proof. By Proposition 2.10, we see that

g exp(X)g−1 = Adg(exp(X)) = exp((dAdg)eX) = exp(AdgX),

where the last equality holds by definition of the adjoint representation. (Yes, the notation is somewhat
confusing.) ■

While we are here, we note that there is a logarithm map.
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Definition 2.13 (logarithm). Fix a regular Lie group G with Lie algebra g. Because exp is a local diffeo-
morphism, there are open neighborhoods U ⊆ G and u ⊆ g of the identities so that log : U → u is an
inverse for exp.

2.1.2 The Commutator
Define the form µ : g× g→ g by

µ(X,Y ) := log(exp(X) exp(Y )).

(Technically, µ is a priori only defined on an open neighborhood of the identity of g × g.) Expanding out
everything into coordinates, we see that µ has a Taylor series expansion as

µ(X,Y ) = c+ α1(X) + α2(Y ) +Q1(X) +Q2(Y ) + λ(X,Y ) + · · · ,

where c is constant, α1 and α2 are linear,Q1 andQ2 are quadratic, λ is bilinear, and + · · · denotes cubic and
higher-order terms. However, we see that µ(X, 0) = 0 and µ(0, Y ) = 0 for anyX,Y ∈ g, so c = Q1 = Q2 = 0
and α1(X) = X and α2(Y ) = Y . Further, we claim that λ is skew-symmetric: it is enough to show that
λ(X,X) = 0, for which we note that

2X = log(exp(2X)) = log(exp(X) exp(X)) = µ(X,X) = X +X + λ(X,X) + · · · ,

so λ(X,X) = 0 is forced.
This λ allows us to define the Lie bracket on g in a purely group-theoretic way.

Definition 2.14 (Lie bracket). Fix a regular Lie group G with Lie algebra g. Then we define the commu-
tator as the skew-symmetric form 1

2λ : g× g→ g, denoted [−,−]. In particular, we see that

exp(X) exp(Y ) = exp

(
X + Y +

1

2
[X,Y ] + · · ·

)
, (2.1)

where + · · · denotes higher-order terms (as usual).

Remark 2.15. A priori, the commutator may only be defined on an open neighborhood of the identity of
g× g, so (2.1) only holds (a priori) for sufficiently smallX and Y . However, bilinearity allows us to scale
our definition of [−,−] from this open neighborhood everywhere.

Example 2.16. We compute the commutator map for GLn. We see that

exp(X) exp(Y ) = 1 +X + Y +XY +
1

2

(
X2 + Y 2

)
+ · · · , (2.2)

exp

(
X + Y +

1

2
[X + Y ] + · · ·

)
= 1 +X + Y +

1

2

(
X2 + Y 2

)
+

1

2
XY +

1

2
Y X +

1

2
[X,Y ] + · · · , (2.3)

giving [X,Y ] = XY − Y X subtracting.

To compute the commutator for the classical groups, we need to check some functoriality.

Proposition 2.17. Fix a homomorphism φ : G→ H of Lie groups. For any X,Y ∈ TeG, we have

dφ0([X,Y ]) = [dφ0(X), dφ0(Y )].
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Proof. We unravel the definitions. Everything in sight is linear, so we may assume that X and Y are suffi-
ciently small, so dφ0(X) and dφ0(Y ) are sufficiently small. We now compute

exp

(
dφ0(X) + dφ0(Y ) +

1

2
[dφ0(X), dφ0(Y )]

)
= exp (dφ0(X)) exp (dφ0(Y ))

∗
= φ(exp(X))φ(exp(Y ))

= φ(exp(X) exp(Y ))

= φ

(
exp

(
X + Y +

1

2
[X,Y ] + · · ·

))
∗
= exp

(
dφ0(X) + dφ0(Y ) +

1

2
dφ0([X,Y ]) + · · ·

)
,

where we have used Proposition 2.10 at the equalities ∗
=. Because exp is a diffeomorphism for X and Y

sufficiently small, the desired equality follows. ■

Example 2.18. The embedding SLn(F) → GLn(F) implies by Proposition 2.17 that the Lie bracket on
the Lie algebra sln can be computed by restricting the commutator Lie bracket on gln (given by Exam-
ple 2.16). In particular, we see that sln is closed under taking commutators, which is not totally obvious
a priori! A similar operation permits computation of the Lie bracket of a Lie groupGwhenever given an
embedding G ⊆ GLn (such as for the classical groups).

Corollary 2.19. Fix a regular Lie group G with Lie algebra g. Let Ad• : G → GL(g) denote the adjoint
representation. For

Adg([X,Y ]) = [Adg(X),Adg(Y )].

Proof. We simply apply Proposition 2.17 to Ad: G→ GL(g), which yields

(dAdg)e([X,Y ]) = [(dAdg)eX, (dAdg)eT ],

which is the original equation after enough abuse of notation. ■

Proposition 2.20. Fix a Lie group G. For sufficiently small X,Y ∈ TeG, we have

exp(X) exp(Y ) exp(X)−1 exp(Y )−1 = exp([X,Y ] + · · · ).

Proof. This is a direct computation. We compute

exp(X) exp(Y ) exp(−X) exp(−Y ) = exp

(
X + Y +

1

2
[X,Y ] + · · ·

)
exp

(
−X − Y +

1

2
[X,Y ] + · · ·

)
= exp ([X,Y ] + · · · ) ,

where we get some omitted cancellation of lower-order terms in the last equality (and there is a lot of higher-
order terms). ■

Corollary 2.21. If G is abelian, then [X,Y ] = 0 for any X and Y .

Proof. It suffices to assume thatX andY are sufficiently small because the conclusion is linear. Now, Propo-
sition 2.20 implies that

exp([X,Y ] + · · · ) = 0,

so because exp is a diffeomorphism for small enough X and Y , so [X,Y ] = 0 follows. ■
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2.2 September 20
Today we continue discussing the Lie bracket.

2.2.1 The Adjoint Action
Fix a regular Lie group G with Lie algebra g. Here is the standard example of a “Lie algebra representa-
tion.”

Notation 2.22. Fix a regular Lie group G with Lie algebra g. Note that the map (dAdg)1 : G → GL(g) is
smooth, so we can consider the differential of this map, which we label ad: g→ gl(g).

Here are some checks on this map.

Proposition 2.23. Fix a regular Lie group G with Lie algebra g.

(a) For X,Y ∈ g, we have adX(Y ) = [X,Y ].

(b) For X ∈ g, we have Adexp(X) = exp(adX) as operators g→ g.

Proof. Here we go.

(a) By definition of our differential action, we have

(dAdg)1(Y ) =
d

dt
g exp(tY )g−1

∣∣∣∣
t=0

for any g ∈ G and Y ∈ g. We would like to compute a derivative of this map with respect to g (at the
identity). As such, we plug in g = exp(sX) to compute

adX(Y ) =
d

ds
(dAdexp(sX))1(Y )

∣∣∣∣
s=0

=
d

ds

d

dt
exp(sX) exp(tY ) exp(−sX)

∣∣∣∣
t=0

∣∣∣∣
s=0

∗
=

d

ds

d

dt
exp(tY + st[X,Y ] + · · · )

∣∣∣∣
t=0

∣∣∣∣
s=0

,

where in ∗
= we have used the definition of our bracket. Upon expanding out exp as a series, we see that

the lower-order terms are 1 + tY + st[X,Y ] + · · · (everything higher is at least quadratic) for small
enough s and t, so the derivative evaluates to [X,Y ].

(b) This follows immediately from Proposition 2.10 upon setting φ = (dAd•)1. ■

Here is an example computation of what all this adjoint business looks like for GLn, more directly than ap-
pealing to the bracket.

Lemma 2.24. Identify T GLn(F) with GLn(F) × gln(F) via left-invariant vector fields. For X ∈ gln(F),
we have 

dLg(X) = gX,

dRg(X) = Xg−1,

dAdg(X) = gXg−1.
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Proof. Set G := GLn(F) and g := gln(F). Note that the adjoint is the composite of Lg and Rg, so the last
equality follows from the first two. For the first equality, we are computing the differential of the maps
Lg, Rg : G → G at some h ∈ G. Well, Lg and Rg actually extend to perfectly fine linear maps Mn(F) →
Mn(F), and the differential of any linear map is simply itself upon identifying the tangent spaces of Mn(F)
with itself, so we conclude that dLg(X) = gX and dRg(X) = Xg−1, as required. ■

Lemma 2.25. Fix a homomorphism φ : G→ H of Lie groups with Lie algebras g and h respectively. For
any g ∈ G and X ∈ g, we have

(dAdφ(g))e(dφ1(X)) = dφ1((dAdg)e(X)).

Proof. Simply take the differential (at 1) of the equation Adφ(g) ◦ φ = φ ◦ Adg, which is true because φ is a
homomorphism. ■

Example 2.26. Given any embeddingG ⊆ GLn(F) with Lie algebra g ⊆ gln(F), we can use Lemma 2.25
to compute the adjoint action on g by conjugation (via Lemma 2.24)!

Proposition 2.27. Let (dAd•)1 : GLn(F)→ GL(gln(F)) denote the adjoint representation. Then

adX(Y ) = XY − Y X.

Proof. To parse the symbols, we note that (d(dAd•)1)1 : gln(F) → End(gln(F)), so the statement at least
makes sense. Now, given X ∈ gln(F), define γ : F→Mn(F) by γ(t) := 1 + tX. Then γ′(0) = X. As such,

(d(dAd•)1)1(X) = (d(dAd•)1)1(γ
′(0)) = ((dAd•)1 ◦ γ)′(0).

In particular, plugging in some Y ∈ gln(F), we may use Lemma 2.24 to compute that

d

dt
((dAd•)1 ◦ γ)(t)(Y )

∣∣∣∣
t=0

=
d

dt
(dAd1+tX)1(Y )

∣∣∣∣
t=0

=
d

dt
(1 + tX)Y (1 + tX)−1

∣∣∣∣
t=0

=
d

dt
(1 + tX)Y

(
1− tX + t2X2 + · · ·

) ∣∣∣∣
t=0

= XY − Y X,

where the series expansion takes t small enough for the series to converge. (For example, one can take t
small enough so that all eigenvalues of tX are less than 1.) ■

Example 2.28. Given any embedding G ⊆ GLn(F) with Lie algebra g ⊆ gln(F), we note that the action
of G on g actually extends to an action of G on gln(F) (still by conjugation) which happens to stabilize
g. Then the action G → GL(gln(F)) is a restriction of the adjoint action GLn(F) → GL(gln(F)) given
by conjugation still, whose differential action gln(F) → gl(gln(F)) we computed above to be given by
adX : Y 7→ XY − Y X. This restricts back to the subspace g ⊆ gln(F) (via the inclusion G ⊆ GLn(F)),
where we know that the action must happen to stabilize g ⊆ gln(F). The point is that we have com-
puted our adjoint representation g→ gl(g) is given by the commutator. (Alternatively, one can redo the
computation of the above proof.)
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2.2.2 Lie Algebras
Here is a standard consequence of this theory.

Proposition 2.29 (Jacobi identity). Fix a Lie groupGwith Lie algebra g. Then we have the Jacobi identity

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

Proof. Doing some rearranging with Proposition 2.23 (and the skew-symmetry), we see that this is equiv-
alent to plugging Z into the identity

ad[X,Y ]
?
= adX ◦ adY − adY ◦ adX .

To verify this, we note that the right-hand side is [adX , adY ], where the commutator is taken in gl(g). Thus,
we are trying to show that the adjoint preserves a commutator, which we do as follows: recall thatAd• : G→
GL(g) is a morphism of Lie groups, meaning that the differential map ad preserves the commutator by
Proposition 2.17. ■

The Jacobi identity is important enough to earn the following definition.

Definition 2.30 (Lie algebra). Fix a field F . Then a Lie algebra is an F -vector space g equipped with a
bilinear form [−,−] : g× g→ g satisfying the following.

(a) Skew-symmetric: [X,X] = 0 for all X ∈ g.

(b) Jacobi identity: for any X,Y, Z ∈ g, we have

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

A morphism of Lie algebras is an F -linear morphism preserving the forms.

Definition 2.31 (commutative). A Lie algebra g is commutative if and only if [X,Y ] = 0 for all X,Y ∈ g.

Example 2.32. For any F -algebra A, we produce a Lie bracket on A given by

[X,Y ] := XY − Y X.

This map is of course linear in both X and Y (because multiplication is F -linear in an F -algebra), and
[X,X] = X2 −X2 = 0. Lastly, to see the Jacobi identity, we expand:

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = [X,Y Z − ZY ] + [Y,ZX −XZ] + [Z,XY − Y X]

= X(Y Z − ZY )− (Y Z − ZY )X

+ Y (ZX −XZ)− (ZX −XZ)Y
+ Z(XY − Y X)− (XY − Y X)Z

= 0.

For example, one can take A to be EndF (V ) for some F -vector space V ; this produces the Lie algebra
gl(V ).

Example 2.33. Given a regular Lie groupG, the tangent space at the identity g is a Lie algebra according
to the above definition.

The above example upgrades into a functor.
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Proposition 2.34. Fix a regular Lie groupG. For any morphism of Lie groups φ : G1 → G2, the differen-
tial dφe : TeG1 → TeG2 is a (functorial) morphism of Lie algebras. In fact, ifG1 is connected, the induced
map

HomLieGrp(G1, G2)→ HomLie(k)(TeG1, TeG2)

is injective. In other words, the functor G→ TeG from connected Lie groups to Lie algebras is faithful.

Proof. The differential being a homomorphism of Lie algebras follows from Proposition 2.17. Functoriality
follows from the corresponding functoriality for differentials of more general smooth maps. The injectivity
follows from Corollary 2.11. ■

Remark 2.35. It turns out that the functor above is also full, though we are not in a position to show this
yet.

2.2.3 Subalgebras
Lie algebras are interesting enough to study on their own right, but we now note that we have sufficient
motivation from Proposition 2.34.

Definition 2.36 (subalgebra, ideal). Fix a Lie algebra g.

• A Lie subalgebra h ⊆ g is a subspace closed under the Lie bracket of g; note that h continues to be
a Lie algebra.

• A Lie ideal is a subalgebra h ⊆ g with the stronger property that

[X,Y ] ∈ h

for any X ∈ h and Y ∈ g.

Definition 2.37 (representation). A representation of a Lie algebra g over a field F is a morphism g →
gl(V ) for some (finite-dimensional) vector space V over F . The representation is faithful if and only if
the morphism g→ gl(V ) is injective.

Here is how these things relate back to Lie groups.

Proposition 2.38. Fix a regular Lie subgroup H of a regular Lie group G. Let their Lie algebras be h and
g, respectively.

(a) Then h ⊆ g is a Lie subalgebra.

(b) If H is normal in G, then h is an ideal of g.

(c) If G and H are connected, and h is an ideal of g, then H is normal in G.

Proof. Here we go.

(a) Certainlyh ⊆ g is a subspace, so we want to check that [X,Y ] ∈ h forX,Y ∈ h, where the target bracket
is taken in g. Consider the embedding φ : H → G so that h = im dφ0. Thus, we use Proposition 2.17 to
see that

dφ0([X,Y ]) = [dφ0(X), dφ0(Y )].

Thus, for any X,Y ∈ im dφ0, we see that [X,Y ] ∈ im dφ0, as required.
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(b) For anyX ∈ g andY ∈ h, we want to check that [X,Y ] ∈ h. By Proposition 2.23, we are asking to check
that adX(Y ) ∈ h. Well, for any g ∈ G, we see that gHg−1 ⊆ H, so the adjoint Adg : G → G restricts
to Adg : H → H. In particular, by taking the differential, we see that the adjoint (dAd•)1 : G → GL(g)
restricts to (dAd•)1 : G → GL(h). (Namely, (dAdg)1(Y ) ∈ h for any Y ∈ h.) Taking the differential of
this, we see that we get our map ad• : g→ gl(h), meaning that adX(Y ) ∈ h for any X ∈ g and Y ∈ h.

(c) Recall from Proposition 2.23 that

Adexp(X)(Y ) = exp(adX Y ).

Thus, for any X ∈ g, we see that Adexp(X) is an operator h → h. Thus, for g ∈ G sufficiently close to
the identity, we see that Adg(Y ) ∈ h for Y ∈ h. Taking the exponential, Proposition 2.12 tells us that
ghg−1 ∈ H for g ∈ G and h ∈ H both sufficiently close to the identity.
Concretely, we get an open neighborhoodU of the identity ofG such that ghg−1 ∈ H for any g ∈ U and
h ∈ H ∩ U . Now, the subset of G normalizing U ∩H is a subgroup of G containing U , so we see that
it must be all ofG becauseG is connected. Then the subset ofH normalized byG is again a subgroup
of H containing U ∩H, so we see that it must be all of H because H is connected. Thus, H is normal
in G. ■

Here is some motivation for our definition of ideal.

Lemma 2.39. Fix a morphism φ : g→ h of Lie algebras.

(a) The kernel kerφ ⊆ g is a Lie ideal.

(b) The image imφ ⊆ h is a Lie subalgebra.

Proof. Here we go.

(a) For any X ∈ kerφ and Y ∈ g, we need to check that [X,Y ] ∈ kerφ. Well,

φ([X,Y ]) = [φ(X), Y ] = [0, Y ] = 0

by the bilinearity of [−,−].

(b) For anyX,Y ∈ imφ, we must check that [X,Y ] ∈ imφ. Well, findX0, Y0 ∈ g such thatX = φ(X0) and
Y = φ(Y0), and then we see that

[X,Y ] = [φ(X0), φ(Y0)] = φ([X0, Y0])

is in the image of φ, as required. ■

Here are some more ways to build Lie ideals.

Remark 2.40. Fix a collection {gα}α∈κ of Lie ideals of g. Then we claim that the intersection
⋂
α∈κ gα is

still a Lie ideal of g. Indeed, for any X ∈
⋂
α∈κ gα and Y ∈ g, we see that X ∈ gα and hence [X,Y ] ∈ gα

for all α ∈ κ; thus, [X,Y ] ∈
⋂
α∈κ gα.

Remark 2.41. For two Lie ideals I and J of a Lie algebra g, we claim that

[I, J ] := span{[X,Y ] : X ∈ I, Y ∈ J}

is also a Lie ideal of g. Indeed, this is certainly a subspace (because it is a span). To check that [g, [I, J ]] ⊆
[I, J ], we note that it is enough to check this for a spanning subset of I, so we pick upZ ∈ g and [X,Y ] ∈
[I, J ] and compute

[Z, [X,Y ]] = −[X, [Y,Z]]− [[X,Z], Y ] ∈ [I, J ]

by the Jacobi identity, so we are done.
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Lemma 2.42. Fix a Lie ideal h of a Lie algebra g. Then the quotient space g/h is a Lie algebra with bracket
given by

[X + h, Y + h]g/h := [X,Y ]g + h.

Proof. The main issue is checking that the bracket is well-defined. Well, ifX,Y ∈ g andX ′, Y ′ ∈ h, we must
check that

[X +X ′, Y + Y ′] + h
?
= [X,Y ] + h,

where the bracket is taken in g. This is a matter of expanding with the bilinearity: note

[X +X ′, Y + Y ′] = [X +X ′, Y ] + [X +X ′, Y ′]

= [X,Y ] + [X ′, Y ] + [X,Y ′] + [X ′, Y ′],

and now we see that the last three terms live in h because h ⊆ g is an ideal.
Now, note that we have a canonical surjective linear map π : g ↠ g/h which satisfies

π([X,Y ]) = [π(X), π(Y )].

Thus, the bilinearity, skew-symmetry, and Jacobi identity for g/h are immediately inherited from the cor-
responding checks on g. Rigorously, perhaps one should note that (for example) the Jacobi identity corre-
sponds to showing that some linear functional on (g/h)3 vanishes; however, this linear functional can be
checked to vanish on the level of g3. ■

Proposition 2.43. Fix a morphism φ : g→ h of Lie algebras. Then the induced quotient map

φ : g/ kerφ→ imφ

is an isomorphism.

Proof. Linear algebra implies that φ is already an isomorphism of vector spaces. Thus, it merely remains to
check that φ is a morphism of Lie algebras. Well, for X,Y ∈ g =, we see

φ([X + kerφ, Y + kerφ]) = φ([X,Y ] + kerφ)

= φ([X,Y ]) + kerφ

= [φ(X), φ(Y )] + kerφ

= [φ(X), φ(Y )],

as required. ■

2.2.4 Lie Algebra of a Vector Field
One can in general provide a Lie algebra of a vector field. Fix a regular vector field ξ : X → TX on a regular
manifold X. For any regular function f on an open subset U ⊆ X, we may define

(ξf)(x) := ξx(fx),

where we recall that ξx ∈ TxX is some derivation which outputs a number when fed a germ fx. The point is
that ξf is itself a regular function X → F! We are now able to define a bracket.

Proposition 2.44. Fix a regular manifoldX. Given vector fields ξ, η : X → TX, we define the Lie bracket

[ξ, η] := ξη − ηξ.

Then [−,−] is a Lie bracket.
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Proof. At each x ∈ X, we have certainly defined a map taking regular functions f on X and outputting an
element of F given by

[ξ, η]x(f) := ξx(ηf)x − ηx(ξf)x.

This is certainly linear in f because ξ and η are. Further, the value of [ξ, η]x(f) only depends on the germ fx
because having fx = gx for functions f and g implies (f − g)x = 0x, and then η(f − g) and ξ(f − g) both
vanish in a neighborhood of x, so [ξ, η]x(f − g) = 0.

It remains to check the product rule. Well, for regular functions f and g and some y ∈ X, we compute

(ηfg)(y) = ηy(fygy) = f(y)ηy(gy) + g(y)ηy(gy) = (f · ηg + g · ηf)(y),

and a similar computation works for ξ. Thus,

ξ(ηfg)(x) = ξ(fηg + gηf)(x)

= ξ(fηg)(x) + ξ(gηf)(x)

= f(x)ξ(ηg)(x) + (ξf)(x)(ηg)(x) + g(x)ξ(ηf)(x) + (ξg)(x)(ηf)(x),

and a similar computation holds for η(ξfg)(x). Thus, we see that

[ξ, η]x(fg) = f(x)ξ(ηg)(x) + (ξf)(x)(ηg)(x) + g(x)ξ(ηf)(x) + (ξg)(x)(ηf)(x)

− (f(x)η(ξg)(x) + (ηf)(x)(ξg)(x) + g(x)η(ξf)(x) + (ηg)(x)(ξf)(x))

= f(x)[ξ, η]xg + g(x)[ξ, η]xf

after sufficient cancellation and rearranging. ■

Example 2.45. Fix regular functions f and g on some open subset of U ⊆ Rm, and let xi and xj be two
coordinates. Then we compute [

f
∂

∂xi
, g

∂

∂xj

]
= f

∂g

∂xi

∂

∂xj
− g ∂f

∂xj

∂

∂xi
.

Proof. Fixing some p ∈ U and regular germ h, we see[
f
∂

∂xi
, g

∂

∂xj

]
p

(h) = f(p)
∂

∂xi
g
∂h

∂xj

∣∣∣∣
p

− g(p) ∂

∂xj
f
∂h

∂xi

∣∣∣∣
p

= f(p)
∂g

∂xi

∣∣∣∣
p

∂h

∂xj

∣∣∣∣
p

+ f(p)g(p)
∂h

∂xi∂xj

∣∣∣∣
p

− g(p) ∂f
∂xj

∣∣∣∣
p

∂h

∂xi

∣∣∣∣
p

− f(p)g(p) ∂h

∂xi∂xj

∣∣∣∣
p

= f(p)
∂g

∂xi

∣∣∣∣
p

∂h

∂xj

∣∣∣∣
p

− g(p) ∂f
∂xj

∣∣∣∣
p

∂h

∂xi

∣∣∣∣
p

,

as required. ■
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Remark 2.46. In local coordinates in some chart (U,φ) with φ = (x1, . . . , xm) of our regular manifold
M , one can write vector fields as

ξ =

m∑
i=1

ai
∂

∂xi
and η =

m∑
i=1

bi
∂

∂xi
,

where ai and bi are regular functions. Then one can expand the bilinearity to see that

[ξ, η] =

m∑
i,j=1

(
aj
∂bi
∂xj
− bj

∂ai
∂xj

)
∂

∂xi
.

Indeed, after applying bilinearity, the main point is to compute
[
f ∂
∂x , g

∂
∂y

]
for regular functions f and g

and coordinates x and y, which we did in the previous example.

Remark 2.47. For example, if ξ and η are tangent to a regular submanifoldN ⊆M of dimension k, then
[ξ, η] continues to be tangent. One can check this using a local slice chart, where the condition that ξ
is tangent to Y is equivalent to having ai = 0 for i > k. Combining this with the computation of the
previous remark completes the argument.

2.3 September 23
Today we continue talking about vector fields.

2.3.1 Vector Fields on Lie Groups
Let’s return to Lie groups.

Lemma 2.48. Fix a regular Lie group G. A vector field ξ on G is left-invariant if and only if

ξ(f ◦ Lg) = ξf ◦ Lg

for any germ f defined in a neighborhood of g.

Proof. We show the two implications separately.

• If ξ is left-invariant, then ξgh = (dLg)h(ξh) for any g, h ∈ G. Thus, for any h ∈ G, we see that

(ξf ◦ Lg)(h) = ξghf

= ((dLg)hξh)f

= ξh(f ◦ Lg),

as required.

• Suppose ξ(f ◦ Lg) = ξf ◦ Lg for any f . Then plugging in the identity tells us that

ξgf = (ξf ◦ Lg)(e) = ξe(f ◦ Lg) = ((dLg)e(ξe))(f).

Thus, ξg = (dLg)eξe, as required. ■
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Lemma 2.49. Fix a left-invariant vector field ξ on a regular Lie group G. Then for a germ f at a point
g ∈ G, one has

ξgf =
d

dt
f(g exp(tξe))

∣∣∣∣
t=0

.

Proof. This is more or less the chain rule. For our g ∈ G, Lemma 2.48 tells us that

ξgf = ξe(f ◦ Lg).

Now, the path γ : F→ G given by γ(t) := exp(tξe) has γ′(0) = ξe, so

ξe(f ◦ Lg) = d(f ◦ Lg ◦ γ)′(0) =
d

dt
f(g exp(tξe))

∣∣∣∣
t=0

,

as required. ■

Proposition 2.50. Fix a regular Lie groupGwith Lie algebra g. Then the collection of left-invariant vector
fields VectL(G) is a Lie subalgebra of Vect(G) which is isomorphic to g.

Proof. By Remark 1.139, one certainly has an isomorphism VectL(G) → g given by ξ 7→ ξe, with inverse
given by X 7→ ξX , where ξX is the vector field ξX(g) := dLg(X). Now, by Lemma 2.48, ξ is left-invariant if
and only if

ξ(f ◦ Lg) = ξf ◦ Lg

for any germ f defined in a neighborhood of g. Thus, we see that VectL(G) is preserved by the commutator
of Vect(G).

It remains to check that our isomorphism with g is a morphism of Lie algebras. Fix X,Y ∈ g, and we
would like to show that [ξX , ξY ] = ξ[X,Y ]. It is enough to check this equality after mapping back down to g,
so we want to check that [ξX , ξY ]e = [X,Y ]. This is a direct computation: by Lemma 2.49, any germ f at e
has

[ξX , ξY ]ef =
d

dt

(
ξY f(exp(tX))− ξXf(exp(tY ))

)∣∣∣∣
t=0

=
∂2

∂s∂t

d

ds

(
f(exp(tX) exp(sY ))− f(exp(tY ) exp(sX))

)∣∣∣∣
(s,t)=(0,0)

=
∂2

∂s∂t

(
f exp

(
tX + sY +

1

2
st[X,Y ] + · · ·

)
− f exp

(
tX + sY − 1

2
st[X,Y ] + · · ·

))∣∣∣∣
(s,t)=(0,0)

.

Now, one can imagine taking a Taylor series expansion of f ◦ exp: g → R in terms of Z, in which we see
that the above derivative will only depend on the st term of the relevant expansion. More precisely, write
(f ◦ exp)(Z) = f(e) + λ(Z) +Q(Z) + C(Z), where λ is linear, Q is quadratic, and C has vanishing first- and
second-order derivatives. Then, after cancellation within λ, we see that

[ξX , ξY ]ef =
∂2

∂s∂t
stλ(st[X,Y ])

∣∣∣∣
(s,t)=(0,0)

+
∂2

∂s∂t
Q

(
tX + sY +

1

2
st[X,Y ] + · · ·

) ∣∣∣∣
(s,t)=(0,0)

+
∂2

∂s∂t
Q

(
tX + sY − 1

2
st[X,Y ] + · · ·

)
+ · · ·

∣∣∣∣
(s,t)=(0,0)

,
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where+ · · · denotes higher-order terms which will not affect the current derivative (for example, containing
C). Now, the linear terms inside Q will produce cancelling terms after expansion, so the only term we are
left to care about is

[ξX , ξY ]ef = λ([X,Y ]) =
d

dt
(f ◦ exp)(t[X,Y ])

∣∣∣∣
t=0

= (ξ[X,Y ])ef,

as required. ■

2.3.2 Group Actions via Lie Algebras
In general, if G acts on a regular manifold M via the action a : G×X → X, one can define an action of g on
Vect(X) by analogy with Lemma 2.49.

Definition 2.51. Fix a left action a : G×M →M of a regular Lie groupG on a regular manifoldM . Then
we define a∗ : g→ Vect(M) by

(a∗X)pf :=
d

dt
f(a(exp(−tX), p))

∣∣∣∣
t=0

for any p ∈M and germ f at p.

Remark 2.52. Let’s explain the sign in the above definition: the action of G on M induces a natural
action of G on the regular functions O(M) by (g · f)(p) := f

(
g−1 · p

)
. It is this action of G on O(M)

which motivates the above definition.

Let’s run our checks on this definition.

Lemma 2.53. Let a : G×M → M be an action of a regular Lie group G on a regular manifold M . Then
that a∗ is a homomorphism of Lie algebras.

Proof. We run our many checks in sequence. Throughout, p, q ∈ M and X,Y ∈ g and s, t ∈ F and f and g
are regular functions on an open neighborhood of p.

1. For any regular function f defined in an open neighborhood of a point p ∈M , we claim that

da(e,p)(−X, 0)(fp)
?
= (a∗X)p(f).

This is a matter of computation. Define γ : F → G ×M by γ(t) := (exp(−tX), p). Then we see that
γ′(0) = (−X, 0) by definition of exp. Thus, using the chain rule, we see that

da(e,p)(−X, 0)(fp) = da(e,p)(−X, 0)(fp)
= d(f ◦ a)(e,p)(−X, 0)
= d(f ◦ a)(e,p)(γ′(0))
= (f ◦ a ◦ γ)′(0)

=
d

dt
(f ◦ a ◦ γ)(t)

∣∣∣∣
t=0

=
d

dt
f(a(exp(−tX), p))

∣∣∣∣
t=0

= (a∗X)p(f),

as required.
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2. We check that (a∗X)p is a derivation TpM . This follows essentially immediately from the previous
step. We enumerate the checks for clarity.

• Note that (a∗X)p(f) only depends on the germ fp because it equals da(e,p)(−X, 0)(f), and

da(e,p)(−X, 0) ∈ TpM

only depends on the germ fp. Thus, we may redefine (a∗X)p as taking germs as input.1

• Now, we see that (a∗X)p is a function taking input as germs at p and outputting elements of F; in
particular, it equals the differential da(e,p)(−X, 0), so (a∗X)p immediately becomes a linear map
and satisfies the product rule, making it a derivation.

3. We check that a∗X is a vector field. Thus, far we know that we have (a∗X)p ∈ TpM for each p ∈M , so
we have a section a∗X : M → TM . It remains to check that a∗X is smooth. Well, the first step tells us
that (a∗X)p = da(e,p)(−X, 0), so we see that a∗X equals the composite

M → TM → TG× TM ≃ T (G×M)
da→ TM

p 7→ (p, 0) 7→ ((e,−X), (p, 0)) 7→ ((e, p), (−X, 0)) 7→ da(e,p)(−X, 0)

of smooth maps, so a∗X : M → TM is smooth.

4. Thus far, we know that we have a well-defined map a∗ : g → Vect(X). It remains to check that this
is a homomorphism of Lie algebras. We begin by checking that it is F-linear. Well, for X,Y ∈ g and
c, d ∈ F, we are asking to check that a∗(cX + dY ) = ca∗X + da∗Y . For this, we check the equality of
derivations at some point p ∈M , for which the first step verifies

a∗(cX + dY )p = da(e,p)(−cX − dY, 0)
= c · da(e,p)(−X, 0) + d · da(e,p)(−Y, 0)
= (ca∗X + da∗Y )p,

as required.

5. We check that a∗ is a homomorphism of Lie algebras. We already know that a∗ : g → Vect(M) is
linear (and we know that everything in sight is a Lie algebra from class), so it only remains to check
that a∗ preserves the Lie bracket. Explicitly, we would like to show that a∗[X,Y ] = [a∗X, a∗Y ] for
given X,Y ∈ g. For this, we choose a germ fp represented by a regular function f defined in an open
neighborhood of p.
To run our computations, we employ a trick motivated by one in the Etingof book. Namely, define
F : g→ F by F (Z) := f(a(exp(Z), p)). Now, we compute

(a∗X)p(a∗Y f) =
d

dt
(a∗Y f)(a(exp(−tX), p))

∣∣∣∣
t=0

=
d

dt

d

ds
f
(
a(exp(−sY ), a(exp(−tX), p))

)∣∣∣∣
s=0

∣∣∣∣
t=0

=
d

dt

d

ds
f
(
a(exp(−sY ) exp(−tX), p)

)∣∣∣∣
s=0

∣∣∣∣
t=0

=
d

dt

d

ds
f

(
a

(
exp

(
−sY − tX +

1

2
st[Y,X] + · · ·

)
, p

)) ∣∣∣∣
s=0

∣∣∣∣
t=0

=
∂2

∂s∂t
F

(
−sY − tX +

1

2
st[Y,X] + · · ·

) ∣∣∣∣
(s,t)=(0,0)

=
∂2

∂s∂t
F

(
−tX − sY − 1

2
st[X,Y ] + · · ·

) ∣∣∣∣
(s,t)=(0,0)

.

1 One can also check this directly: regular local functions f and g with fp = gp has fp − gp vanish in a neighborhood of p, permitting
us to compute (a∗X)p(f) = (a∗X)p(g).
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By reversing the roles of X and Y in the above argument, we see that

(a∗Y )p(a∗Xf) =
∂2

∂s∂t
F

(
−tX − sY +

1

2
st[X,Y ] + · · ·

) ∣∣∣∣
(s,t)=(0,0)

.

Thus, we see that we want to compute some particular derivatives of F . Now, f is regular, so F is a
regular function g → F, so it will be approximately equal its Taylor expansion in a neighborhood of 0
as

F (Z) = f(0) + λ(Z) +Q(Z) + · · · ,
where λ is a linear functional,Q is a quadratic form, and + · · · refers to higher-order terms (with van-
ishing first- and second-derivatives). Plugging everything in and expanding, we see that

(a∗X)p(a∗Y f)− (a∗Y )p(a∗Xf) =
∂2

∂s∂t
− stλ([X,Y ])

∣∣∣∣
(s,t)=(0,0)

+
∂2

∂s∂t
Q

(
−tX − sY +

1

2
st[X,Y ] + · · ·

) ∣∣∣∣
(s,t)=(0,0)

− ∂2

∂s∂t
Q

(
−tX − sY − 1

2
st[X,Y ] + · · ·

)
+ · · ·

∣∣∣∣
(s,t)=(0,0)

,

where + · · · continues to denote higher-order terms, but now we see that we are only going to care
about−λ([X,Y ]) when computing ∂

∂s∂t

∣∣
(s,t)=(0,0)

. (Notably, the last two terms cancel out as a deriva-
tive of Q(−tX − sY + · · · )−Q(−tX − sY + · · · ).) But now we see that

(a∗X)p(a∗Y f)− (a∗Y )p(a∗Xf) = λ(−[X,Y ]) =
d

dt
F (−t[X,Y ])

∣∣∣∣
t=0

= a∗[X,Y ]pf,

as required. ■

We can now prove the Orbit–stabilizer theorem (Theorem 2.54) in the following more precise form.

Theorem 2.54 (Orbit–stabilizer). Fix a left action a : G ×M → M of a regular Lie group G on a regular
manifold M . Fix some p ∈M .

(a) For all p ∈M , the stabilizer Gp is a closed Lie subgroup with Lie algebra

LieGp = {X ∈ g : (a∗X)p = 0}.

(b) The induced map G/Gp → M given by g 7→ g · p is an injective immersion. In particular, the orbit
Go is an immersed submanifold.

(c) If the induced map G/Gp →M is an embedding, then G/Gp is diffeomorphic to Gp.

Proof. We begin with the proof of (a), which we do in steps.

1. Set
gp := {X ∈ g : (a∗X)p = 0}

for brevity. We claim that gp ⊆ g is a Lie subalgebra. Certainly X 7→ (a∗X)p is a linear map g →
Vect(M)→ TpM , so gp is a linear subspace.
It remains to check that gp is preserved by the bracket. FixX,Y ∈ gp, and we want to check [X,Y ] ∈ gp.
Well, because a∗ is a homomorphism of Lie algebras, we see

a∗[X,Y ]pf = (a∗X)p︸ ︷︷ ︸
0

(a∗Y f)− (a∗Y )p︸ ︷︷ ︸
0

(a∗Xf) = 0

for any germ f at p. Thus, a∗[X,Y ] = 0, so [X,Y ] ∈ gp.
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2. For X ∈ gp, we check that exp(X) ∈ Gp. Indeed, we claim the two curves γ1(t) := exp(−tX) · p and
γ2(t) := p are both integral curves for a∗X with the same initial condition at 0. This completes the
check because it implies that exp(X) · p = γ1(−1) = γ2(−1) = p by uniqueness of integral curves.
To prove the claim, we note that γ2 is constant, so there is nothing to check there. For γ1, we must
check that

γ′2(t)
?
= (a∗X)γ2(t)

in Tγ2(t)M . To check this, we pass through an arbitrary germ f to see that

γ′2(t)f = (f ◦ γ2)′(t) =
d

ds
f(exp(−sX − tX) · p)

∣∣∣∣
s=0

,

and
(a∗X)γ2(t)f =

d

ds
f(exp(−tX − sX) · p)

∣∣∣∣
s=0

,

as required.

3. We attempt to control g/gp. Choose a complement u of gp ⊆ g so that g = gp ⊕ u. (We do not require
that u is a Lie subalgebra, despite the font.) Then the map f : u→ TpM given byZ 7→ (a∗Z)p has kernel
gp ∩ u = 0 and hence is injective. Thus, the Implicit function theorem tells us that the map F : u→ M
given by v 7→ exp(−V ) · p must be an injective immersion for small v because dfp(V ) = dFp(V ).
Instead of using the Implicit function theorem, we can argue using local diffeomorphisms as follows:
fix a basis {e1, . . . , ek} of u, and extend the linearly independent set {dFp(e1), . . . , dfp(ek)} ⊆ TpM to a
basis {dFp(e1), . . . , dFp(ek)} ⊔ {e′k+1, . . . , e

′
m}. Then define a local map F̃ : u× Fm−k →M by

F̃ (a1e1 + · · ·+ amem) = F (a1e1 + · · ·+ akek) + ak+1e
′
k+1 + · · ·+ ame

′
m,

where the addition on the right-hand side is defined in a local chart of M around p. (Technically, F̃ is
only defined in a neighborhood of 0 ∈ u.) Then F̃ is a local diffeomorphism at 0 by construction, so F
is an injective immersion in this same neighborhood of 0.

4. We construct a slice chart forGp ⊆ G at the identity, which will complete the proof (a) by Lemma 1.90.
Note that the map exp⊕ : gp ⊕ u → G given by (V,X) 7→ exp(V ) exp(X) is a local diffeomorphism at
0 (because the differential is simply the identity by checking what happens on each piece gp and u
separately). Thus, for g ∈ G sufficiently close to e, we can write g uniquely as in the image of e and thus
as g = exp(V ) exp(X) where V ∈ u and X ∈ gp. Now, we see that g ∈ Gp if and only if exp(V ) ∈ Gp,
which for small enough V is equivalent to V ∈ gp by the previous step.
In total, we have constructed a very small open neighborhood U ⊆ gp ⊕ u of the identity such that e|U
is a diffeomorphism onto its image exp⊕(U) ⊆ G and

Gp ∩ exp⊕(U) = {(V,X) ∈ gp ⊕ u : V = 0},

which is a slice chart.

We now proceed with (b). Let φ denote the induced map G/Gp → M given by φ(g) := g · p, which we want
to see is an injective immersion. Injectivity follows by definition of Gp: if φ(g1) = φ(g2), then g1 · p = g2 · p,
so g−1

1 g2 ∈ Gp, so g1Gp = g2Gp. Being an immersion more or less follows from the proof. By translation, it
suffices to show that dφe is injective.2 Well, the Lie algebra of G/Gp is the quotient g/gp by Theorem 1.94,
which is isomorphic to u by construction of u. But we know that the action map is injective on u by the third
step above, so we are done.

Lastly, we note that (c) follows immediately from (b) because embeddings are diffeomorphic onto their
images by the uniqueness of the smooth structure of embedded submanifolds. ■

2 Once dφe is injective, we note that φ ◦ Lg = Lg ◦ φ (where the first Lg is a map G → G and the second is a map M → M , but
both are diffeomorphisms), so dφg ◦ d(Lg)e = d(Lg)p ◦ dφe verifies that dφg is injective.
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Remark 2.55. We also remark that Theorem 1.96 follows quickly from the above result. Indeed, let G
act on H via the homomorphism φ : G→ H: g · h := φ(g)h. Then the stabilizer of any h ∈ H is given by
kerφ, proving kerφ is in fact a closed Lie subgroup. Now, passing to φ as in the above proof shows that
G/ kerφ→ imφ is an injective immersion.

2.4 September 25
We began class by finishing the proof of Theorem 2.54 and giving an example.

2.4.1 The Orbit–Stabilizer Theorem for Fun and Profit
Let’s see an example of Theorem 2.54.

Example 2.56. Fix a finite-dimensional representation V of a regular Lie group G given by ρ : G →
GL(V ). For v ∈ V , its stabilizer Gv has Lie algebra given by

gv = {X ∈ g : (ρ∗X)v = 0}.

Example 2.57. Fix a finite-dimensional algebraA over a field F. Then we claim that Autk(A) is a closed
Lie subgroup of GL(A), and we claim that

Lie(AutA) = Der(A) ⊆ End(A).

Proof. Note that φ ∈ GL(A) is an automorphism if and only if φ also preserves the multiplication map
µ : A⊗A→ A of A. Now, GL(A) has a natural action ρ : GL(A)→ GL(Hom(A⊗A,A)) by

(ρ(g)φ)(x⊗ y) := gφ
(
g−1x⊗ g−1y

)
.

Precisely speaking, this is the composite of the actions of G on the various pieces by Remark 1.103, so this
is in fact a representation of G. Now, g ∈ GL(A) preserves the multiplication map µ if and only if

g(µ(a⊗ b)) = µ(g(a)⊗ g(b))

for all a, b ∈ A, which is equivalent to

(ρ(g)µ)(a⊗ b) = gµ
(
g−1a⊗ g−1b

)
= µ(a⊗ b)

for alla, b ∈ A. Thus,Aut(A) ⊆ GL(A) is the stabilizer ofµ ∈ Hom(A⊗A,A) and hence a closed Lie subgroup
by Theorem 2.54.

It remains to compute the Lie algebra, which Theorem 2.54 tells us is

gl(A)µ = {X ∈ gl(A) : (ρ∗X)µ = 0}.

Thus, we want to compute (ρ∗X)µ. Note that Hom(A⊗A,A) is some finite-dimensional F-vector space, so
for any germ f defined around µ, we may use the chain rule to compute

(ρ∗X)µf =
d

dt
f(ρ(exp(−tX), µ))

∣∣∣∣
t=0

= dfµ

(
d

dt
ρ(exp(−tX), µ)

∣∣∣∣
t=0

)
.
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Thus, we see that X ∈ gl(A)µ if and only if d
dtρ(exp(−tX), µ)

∣∣
t=0

= 0. Now, linear operators pass through
derivatives, and evaluation is a linear operator on Hom(A⊗A,A), so it suffices to check when

d

dt
ρ(exp(−tX), µ)(a⊗ b)

∣∣
t=0

vanishes, for arbitrary a, b ∈ A. Thus, we compute

ρ(exp(−tX), µ)(a⊗ b) = exp(−tX)µ(exp(tX)a, exp(tX)b)

=

∞∑
n=0

(−1)ntn

n!
Xn

( ∞∑
k=0

tk

k!
Xka ·

∑
ℓ=0

tℓ

ℓ!
Xℓb

)

=

∞∑
n,k,ℓ=0

(−1)ntn+k+ℓ

n!k!ℓ!
Xn

(
Xka ·Xℓb

)
,

where we have rearranged the sums with impunity because everything in sight converges absolutely. Fur-
thermore, we can differentiate term-by-term to see that

d

dt
ρ(exp(−tX), µ)(a⊗ b)

∣∣∣∣
t=0

=
(−1)1t1+0+0

1!0!0!
X1
(
X0a ·X0b

)
+

(−1)0t0+1+0

0!1!0!
X0
(
X1a ·X0b

)
+

(−1)0t0+0+1

0!0!1!
X0
(
X0a ·X1b

)
= −X(a · b) +Xa · b+ a ·Xb.

Thus,
Lie(AutA) = {X ∈ gl(A) : X(a · b) = Xa · b+ a ·Xb},

which of course is the set of derivations. ■

Remark 2.58. A close examination of the above proof finds that we only need µ to be an element of
Hom(A⊗A,A) for the argument to go through. Notably, we may replace (A,µ) above with a Lie algebra
(g, [−,−]) to find that AutLieAlg(g) ⊆ GL(g) is a Lie subgroup with Lie algebra given by the derivations

{φ ∈ gl(g) : φ([X,Y ]) = [φ(X), Y ] + [X,φ(Y )] for all X,Y ∈ g}.

Remark 2.59. The adjoint map ad: g → gl(g) actually lands in Der(g): checking this is tantamount to
checking that X,Y, Z ∈ g has

adX [Y,Z]
?
= [adX Y,Z] + [Y, adX Z],

which one can check is equivalent to the Jacobi identity of Proposition 2.29.

Remark 2.60. Similarly, the adjoint action Ad: G → GL(g) actually lands in AutLieAlg(g). Indeed, for
g ∈ G and X,Y ∈ g, this amounts to checking that

Adg[X,Y ]
?
= [AdgX,Adg Y ],

which is Corollary 2.19.

Here is another application.
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Definition 2.61 (center). Fix a group G. Then the center of G is the subset

Z(G) := {z ∈ G : zg = gz for all g ∈ G}.

Similarly, fix a Lie algebra g, then the center of g is

z(g) := {X ∈ g : [X,Y ] = 0 for all Y ∈ g}.

Remark 2.62. We will not bother to check that Z(G) is a subgroup because this is a standard result of
group theory. However, in order to do something, let’s check that z(g) is a Lie ideal of g. Note that z(g)
is the kernel of the collection of linear mapsX 7→ [X,Y ] as Y ∈ g varies, so z(g) is an intersection of Lie
ideals (by Lemma 2.39) and hence a Lie ideal by Remark 2.40.

Proposition 2.63. Fix a connected regular Lie group G. Then Z(G) is a closed Lie subgroup with Lie
algebra

z(g) := {X ∈ g : [X,Y ] = 0 for all Y ∈ g}.

Proof. We would like to see that Z(G) is the kernel of the adjoint map Ad: G → AutG, but it is difficult to
make sense of this argument because AutG is not a manifold.

Instead, we note that g ∈ G if and only if g commutes with an open neighborhood U of the identity:
indeed, commuting with U implies commuting with the subgroup generated by U , but G is connected, so
commuting withU is equivalent to commuting withG. Now, we can takeU to be some neighborhood of the
identity in the image of the local diffeomorphism exp: g→ G, so g ∈ Z(G) if and only if

g exp(X)g−1 = exp(X)

for all X ∈ g in an open neighborhood of 0. Now, Adg exp(X) = exp(AdgX) by Proposition 2.12, so the
above equality is equivalent to having AdgX = X for X in a neighborhood of 0.

Thus, Remark 2.55 tells us that Z(G) is the kernel of the representation Ad• : G→ GL(g). We conclude
that its Lie algebra is the kernel of the differential of Ad•, which of course is ad• : g→ gl(g). Thus,

LieZ(G) = {X ∈ g : adX = 0},

but Proposition 2.23 explains that adX = [X,−], so we see that this is simply z(g), as required. ■

Definition 2.64 (adjoint). Fix a connected regular Lie group G. Then the adjoint group of G is Gad :=
G/Z(G).

Example 2.65. For G = GLn(F), one can check that Z(G) is the subgroup {cI : c ∈ F}. The adjoint
group is then PGLn(F).

2.4.2 The Baker–Campbell–Hausdorff Formula
For completeness, we mention the Baker–Campbell–Hausdorff formula. We will not need this result, so
we will not prove it, and the discussion in this subsection will be quite terse. Fix a Lie group G with Lie
algebra g. We would like to understand the group law on G purely in terms of g. As in our discussion of the
commutator, we note that

µ(X,Y ) = log(exp(X) exp(Y )),
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defined in an open neighborhood of g can be expanded out as

µ(X,Y ) = X + Y +
1

2
[X,Y ] + µ3(X,Y ) + µ4(X,Y ) + · · · =

∞∑
n=1

µn(X,Y ),

whereµn(X,Y ) consists of the order-n terms in this Taylor expansion. Here is the main result. For example,
as above, µ1(X,Y ) = X + Y and µ2(X,Y ) = 1

2 [X,Y ].

Theorem 2.66 (Baker–Campbell–Hausdorff). The polynomials µn above are independent of G.

One proves this basically by solving differential equations for the µn inductively in n.

Example 2.67. One could compute that

µ3(X,Y ) =
1

12
([X, [X,Y ]] + [Y, [Y,X]]).

2.4.3 The Fundamental Theorems of Lie Theory
To wrap up our transition to Lie algebras, we state the fundamental theorems of Lie theory, which we will
mostly not prove.

Theorem 2.68. For a connected regular Lie group G with Lie algebra g, there is a bijection between Lie
subgroups H ⊆ G and Lie subalgebras h ⊆ g. This bijection sends H ⊆ G to h := LieH.

Theorem 2.69. Fix a simply connected regular Lie group G with Lie algebra g. Then for any regular Lie
group H with Lie algebra h, the map

HomLieGrp(G,H)→ HomLieAlg(g, h),

given by taking the differential at the identity, is a bijection.

Theorem 2.70. Any finite-dimensional Lie algebra g is isomorphic to the Lie algebra of some simply
connected regular Lie group.

Here is the consequence.

Corollary 2.71. The (full subcategory) of simply connected regular Lie groups is equivalent to the cate-
gory of finite-dimensional Lie algebras, given by the Lie algebra functor.

Proof. Theorem 2.69 shows that this functor is fully faithful, and Theorem 2.70 shows that this functor is
essentially surjective. This completes the proof. ■

We will begin with the proof of Theorem 2.68 next class. This requires the theory of distributions.

2.5 September 27
Today we continue our discussion of the fundamental theorems of Lie theory.
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2.5.1 Distributions and Foliations
Here is the main definition.

Definition 2.72 (distribution). Fix a regular manifold M . Then a k-dimensional distributionD on X is a
k-dimensional (local) subbundleD ⊆ TX.

Remark 2.73. Locally at a point p ∈ M , we can think about Dp as being spanned by k linearly indepen-
dent differentials which spread out over a neighborhood.

Definition 2.74 (integrable). A distributionD of dimension k on a regular manifoldM is integrable if and
only if each p ∈M has a regular chart (U,φ) with local coordinates φ = (x1, . . . , xn) such that

D|U = span

{
∂

∂x1
, . . . ,

∂

∂xk

}
.

Here is a more coordinate-free check for being integrable.

Definition 2.75 (foliation). A distributionD of dimension k on a regular manifold M is a foliation if and
only if p ∈M has an “integral” immersed submanifold Sp ⊆M , meaning that TqSp = Dq for all q ∈ Sp.

Foliations give rise to partitions of the manifold, called leaves.

Definition 2.76 (leaf). Fix a foliation D of rank k on a smooth manifold M . Given p ∈ M , a leaf of D is
the collection of points q ∈M such that there is a path γ connecting p and q with γ′(t) ∈ Dγ(t) for all t.

Note that the leaves ofD are connected and partition M .

Example 2.77. Orbits of the action of R on R2/Z2 by r : (x, y) 7→ (x+ r, y) are leaves.

Example 2.78. For a fiber bundle with connected fibers, the leaves are fibers.

Example 2.79. For any connected closed Lie subgroup H of a regular Lie group G, the quotient G ↠
G/H is a fiber bundle and hence produces leaves given by H.

Example 2.80. If D is a vector field (i.e., has dimension 1), then the leaves are integral submanifolds,
which are the integral curves.

Anyway, here is our main theorem.

Theorem 2.81 (Frobenius). A distribution D on a smooth manifold M is integrable if and only if D is
closed under the Lie bracket.

Proof. The forward direction is not so bad: note D being integrable means that each p ∈ M has an open
neighborhood where D is just given by tangent spaces, and vector fields living in tangent spaces will be
preserved by the Lie bracket. For the converse, see [Lee13, Theorem 19.12]. It proceeds by induction. ■
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2.5.2 Sketches of the Fundamental Theorems
We begin with Theorem 2.68.

Proof of Theorem 2.68. The main point is to produce the reverse map producing Lie subgroups from Lie
subalgebras. As such, fix some Lie subalgebra h ⊆ g. For each X ∈ g, let ξX be the corresponding left-
invariant vector field. We then let

Dh := span{ξY : Y ∈ h}.
Here are some checks onDh.

• Quickly, we claim thatDh is integrable. By Theorem 2.81, it is enough to check thatDh is closed under
the bracket. This is a matter of computation: for two vector fields

∑
i fiξYi and

∑
j gjξYj contained in

Dh, we find ∑
i

fiξYi ,
∑
j

gjξYj

 =
∑
i,j

(
fi(ξYigj)ξXi − gj(ξYjfi)ξhi

)
= · · · .

• In fact, we note thatDh is left-invariant.
We now let Sg be the integral submanifold corresponding to g ∈ G, and we note that we can take H := S1

to complete the proof. ■

We now proceed with Theorem 2.69.

Proof of Theorem 2.69. Injectivity follows from Corollary 2.11, so we merely need to get the surjectivity.
The point is to pass to the graph in order to produce morphisms when we already know how to produce
objects (via Theorem 2.68).

Fix some homomorphismψ : g→ h of Lie algebras. Well, define θ : g→ g⊕ k by θ(X) := (X,ψ(X)); note
that this is still a Lie algebra homomorphism because it is the sum of Lie algebra homomorphisms. Now,
im θ is a Lie subalgebra of Lie(G × H) = g × h by Lemma 2.39, so Theorem 2.68 tells us that we can find
some subgroup connected Γ ⊆ G×H with

Lie Γ = im θ.

Let pr1 : Γ → G and pr2 : Γ → H be the projections. Note that d(pr1)e ◦ θ = idg by definition of θ, and θ ◦
d(pr1)e = idLie Γ by construction of Γ. Thus, we see that d(pr1)e is a bijection and hence a local isomorphism;
in particular, pr1 : G→ Γ must be a covering space map, so we conclude that pr1 is actually an isomorphism.
We thus recover a map

G
pr1← Γ

pr2→ H

which is ψ on the level of Lie algebras, as required. ■

We will largely omit the proof of Theorem 2.70. It follows from strong structure theory of Lie algebras.
For example, one wants the following result.

Theorem 2.82 (Ado). Any finite-dimensional Lie algebra g has a faithful representation. In other words,
there exists a finite-dimensional vector spaceV and an injective Lie algebra homomorphism g ↪→ gl(V ).

We will not show this, but we remark on a special case.

Remark 2.83. Suppose that g is a Lie algebra with z(g) = 0. Then the adjoint representation ad• : g →
gl(g) given by X 7→ [X,−] is a faithful representation.

With this in hand, we can prove Theorem 2.70.

Proof of Theorem 2.70. By passing to the universal cover of the connected component, it suffices to pro-
duce some regular Lie group G with LieG = g. Well, embed g ⊆ gl(V ) for some finite-dimensional vector
space V , and then we are done by Theorem 2.68 after noticing gl(V ) = LieGL(V ). ■
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2.5.3 Complexifications
In the sequel, we will want to focus on Lie algebras of C instead of R. For this, we make the following
definition.

Definition 2.84 (complexification). Fix a real Lie algebra g. Then we define the complexification as

gC := g⊗R C.

Then gC is a Lie algebra over C.

Example 2.85. One sees that gln(R)C is simply gln(C). However, gln(C) is also un(C)C after some care.

Example 2.86. One sees that sok,ℓ(R)C is just soC(C).

Definition 2.87 (complexification). Fix a simply connected real Lie group H over R. Then we let G be
the unique simply connected complex Lie group G such that

LieG = LieH ⊗R C.

Note that G certainly exists by Theorem 2.70.

Example 2.88. Note that SL2(R) has a two-sheeted cover, which on the level of Lie algebras is given by
sl2(R)⊗R C.

With care, one is able to go in the reverse direction.

Definition 2.89 (real form). Fix a connected complex Lie group G. A real Lie subgroup H ⊆ G is a real
form of G such that the natural map

LieH ⊗R C→ LieG

is an isomorphism of Lie algebras over C.

Remark 2.90. It is not technically obvious that real forms always exist. One thing one may try for simply
connectedG is to take the fixed points of the mapG→ G induced by the complex conjugation morphism
g→ g.

Let’s see a few examples.

Example 2.91. Of course, for any real Lie algebra g, we see that g is a real form of g⊗R C. For example,
sln(R) is a real form of sln(C).

Example 2.92. Note that sun is a real form of sln(C). Indeed, define the map sun ⊗R C → sln(C) by
X ⊗ z 7→ zX. Certainly this map is well-defined because sun consists of traceless matrices already, it
is linear by construction, and it preserves the Lie bracket because the Lie bracket is the matrix commu-
tator everywhere. To check that we have an isomorphism, we note that our dimensions are equal by
Example 1.160. Thus, for example, it is enough to note that our mapping is injective: any element of
sun⊗RC can be written asX⊗1+Y ⊗ i, but if this goes to 0 in sln(C), thenX+ iY = 0, and we conclude
that X = Y = 0 by taking real and imaginary parts on the coordinates.
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THEME 3

BUILDING REPRESENTATIONS

3.1 September 30
Today we will talk about representations.

3.1.1 Representations
Fix a ground fieldF , which is usually an extension ofF. To review, recall that a representation of a regular Lie
group G is a morphism ρV : G → GL(V ) of Lie groups; given the data of only the k-vector space V , we will
assume that the representation is called ρV . A morphism φ : V → W of representations is one respecting
the G-actions: we require φ to be linear and satisfying

ρW (g) ◦ φ = φ ◦ ρV (g)

for all g ∈ G. The category here is called Repk(G).
Similarly, for a Lie algebra g, a representation is a morphism ρV : g→ gl(V ) of Lie algebras. A morphism

φ : V →W of representations is one respecting the G-action again: again, we need

ρW (g) ◦ φ = φ ◦ ρV (g).

The category here is called Repk(g).

Remark 3.1. As a quick aside, we note that a bijective morphism φ : V → W will be an isomorphism.
Indeed, the inverse map ψ : W → V is an isomorphism of vector spaces by linear algebra, and we see
that it is invariant under our action as follows: for any w ∈ W and operator g in G or g, write w = φ(v)
for some unique v ∈ V so that

ψ(gw) = ψ(gφ(v)) = ψ(φ(gv)) = gv = gψ(w).

Note that if g = LieG, then we have a functor taking ρ : G → GL(V ) to dρe : g → gl(V ). Let’s explain
this.

Lemma 3.2. Fix a regular Lie group G with Lie algebra g.

(a) One has a functor F : Rep(G) → Rep(g) sending a representation ρ : G → GL(V ) to dρe : g →
gl(V ).

(b) The functor F is faithful.
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Proof. For (a), we explain that F : Rep(G)→ Rep(g) is a functor. Here is the data.

• On objects, we send ρ : G → GL(V ) to the map dρe : g → gl(V ), which we know is a morphism of Lie
algebras because ρ is a group homomorphism.

• Further, we send morphismsφ : V →W ofG-representations (namely, satisfyingφ◦ρV (g) = ρW (g)◦φ
for all g ∈ G) to the morphism dφ0 : V → W , which of course can be identified with the original map
because φ is linear. For this to make sense, we should check that φ : V → W preserves the g-action if
it preserves the G-action. Well, for X ∈ g and v ∈ V , we must check that

φ(d(ρV )e(X)v)
?
= d(ρW )e(X)φ(v).

Well, define γ : F → G by γ(t) := exp(tX). Then we note that linear maps (such as evaluation at v)
pass through derivatives by their definition as a limit, so

φ(d(ρV )e(X)v) = φ(d(ρV )e(γ
′(0))v)

= φ ((ρV ◦ γ)′(0)v)

= φ

(
d

dt
ρV ◦ γ(t)

∣∣∣∣
t=0

v

)
=

d

dt
φ(ρV (γ(t))(v))

∣∣∣∣
t=0

=
d

dt
ρW (γ(t))(φ(v))

∣∣∣∣
t=0

= (ρW ◦ γ)′(0)(φ(v))
= dρe(X)(φ(v)),

as required.

Here are the coherence checks.

• Identity: note that the identity map idV : V → V on G-representations (which is the identity linear
map) gets sent to the identity linear map V → V on g-representations.

• Associativity: for morphisms φ : V → V ′ and φ′ : V ′ → V ′′ of G-representations, we note that we get
the exact same maps out as g-representations, so ψ ◦φ as aG-representation gets sent to F (ψ ◦φ) =
ψ ◦ φ = Fψ ◦ Fφ.

The previous point has given us our functor, so we now need to check that it is faithful for (b). Well, a G-
invariant map φ : V → W goes to the same map φ : V → W as a g-representation by definition of F . Thus,
given two maps φ1, φ2 : V →W of G-representations, we see that Fφ1 = Fφ2 implies that

φ1 = Fφ1 = Fφ2 = φ2,

as required. ■

Remark 3.3. It will be helpful to remember in the sequel that

dρe(X)v =
d

dt
ρ(exp(tX))v

∣∣∣∣
t=0

,

which was proved in the argument above. Note that this derivative makes sense because it takes place
in some Euclidean space.

62



3.1. SEPTEMBER 30 261A: LIE GROUPS

3.1.2 Operations on Representations
We present some operations on representations ofG and g. Note that these should always be related by the
ambient functorRep(G)→ Rep(g)which is an equivalence whenG is simply connected by Proposition 3.28.
As basic examples, here are some trivial representations.

Lemma 3.4. Fix a Lie group G and Lie algebra g and a vector space V .

(a) We can make V into a “trivial” G-representation by ρV (g) = idV for all g ∈ G.

(b) We can make V into a “trivial” g-representation by ρV (X) := 0 for all X ∈ g.

(c) Suppose g = LieG. Making V into a trivial G-representation, we see that F (V ) is the trivial g-
representation.

Proof. Here we go.

(a) We have indeed defined a homomorphism G → GL(V ) because this is the trivial homomorphism. It
is also regular because constant maps are regular.

(b) We have indeed defined a map ρV : g→ gl(V ), and it is linear map of vector spaces. It remains to check
that we have defined a map of Lie algebras, for which we note that

[ρV (X), ρV (Y )] = ρV (X) ◦ ρV (Y )− ρV (Y ) ◦ ρV (X) = 0 = ρV ([X,Y ]).

(c) Fix the trivial representation as ρ : G→ GL(V ). Then the induced map dρ1 : g→ gl(V ) is given by

dρ1(X)v =
d

dt
ρ(exp(−tX))v

∣∣∣∣
t=0

,

but of course ρ(exp(−tX))v = v for all t ∈ R, so this derivative vanishes. Thus, dρ1 : g → gl(V ) is the
zero map, as required. ■

Example 3.5. We always have the trivial representation on the zero-dimensional vector space.

As something else easy to do, we note that there are complex conjugate representations.

Lemma 3.6. Fix a Lie group G and Lie algebra g.

(a) Given a representation V ∈ RepC(G), we can make the complex conjugate vector space V into a
representation of G by

ρV (g)(v) := ρV (g)v.

(b) Given a representation V ∈ RepC(g), we can make the complex conjugate vector space V into a
representation of g by

ρV (X)(v) := ρV (X)v.

(c) Suppose g = Lie(G). Given a representation V ∈ RepC(G), then FV = FV as representations in
RepC(g).

Proof. Here we go.
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(a) For each g ∈ G, we note that ρV (g) : V → V is C-linear: for any a, a′ ∈ C and v, v′ ∈ V , we see

ρV (g)(av + a′v′) = ρV (g)(av + a′v′)

= ρV (g)(av + a′v′)

= aρV (g)v + a′ρV (g)v′

= aρV (g)(v) + a′ρV (g)v
′.

To show that we have defined a group homomorphism, we see that

ρV (gh)v = ρV (gh)v = ρV (g)ρV (h)v = ρV (g)ρV (h)v.

Lastly, we note that the map ρV : G → GL(V ) is a regular map by expanding it on a basis: upon pick-
ing a C-basis of V (which is also a C-basis of V ), we see that the matrix ρV (g) is simply the complex
conjugate of the matrix of ρ(g), which will continue to be a regular map after keeping track of all of our
conjugations.

(b) The same check as in (a) explains that ρV (X) is at least a C-linear map for allX ∈ g. This map is also of
course linear inX given by the linearity of ρV . Lastly, this is a homomorphism of Lie algebras by taking
the conjugate of the identity

ρV ([X,Y ]) = ρV (X)ρV (Y )− ρV (Y )− ρV (X).

(c) Simply take the conjugate everywhere in sight. ■

To begin doing something with content, we handle direct sums.

Lemma 3.7. Fix a Lie group G and Lie algebra g.

(a) Given representations V,W ∈ Repk(G), we can make V ⊗W into a representation of G via the
coordinate-wise action

ρV⊕W (g)(v ⊕ w) := ρV (g)v ⊕ ρW (g)w.

(b) Given representations V,W ∈ Repk(g), we can make V ⊕ W into a representation of G via the
coordinate-wise action

ρV⊕W (X)(v ⊕ w) = ρV (X)v ⊕ ρW (X)w.

(c) Suppose g = Lie(G). Given representations V,W ∈ Repk(G), then F (V ⊗W ) is the direct sum
representation in Repk(g).

Proof. Here we go.

(a) By taking the direct sum of the homomorphisms ρV : G → GL(V ) and ρW : G → GL(W ), we obtain a
regular homomorphism G→ GL(V )⊕GL(W ). To finish, we note that GL(V )⊕GL(W ) embeds into
GL(V ⊕W ) by sending (φ,ψ) to the linear map V ⊕W → V ⊕W acting by (φ,ψ) on the coordinates.
To see that this last map is a regular homomorphism, we note that fixing an ordered basis of both V
and W allows us to identify these GL groups with invertible matrices, in which case our map is given
by

(A,B) 7→
[
A

B

]
.

In particular, this map is regular in coordinates and hence regular; one can check that it is a homomor-
phism directly because (A,B) · (A′, B′) goes to the block-diagonal matrix diag(AA′, BB′). In total, we
have obtained a composite of regular homomorphisms G→ GL(V )⊕GL(W )→ GL(V ⊕W ).
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(b) We will simply proceed directly. We define a map ρ : g→ gl(V ⊕W ) by

ρ(X) :=

[
ρV (X)

ρW (X)

]
,

where we are thinking about endomorphisms of V ⊕W in the above block-diagonal format. Linearity
of ρV and ρW gives linearity of ρ. To check the bracket, we compute

[ρ(X), ρ(Y )] =

[
ρV (X)

ρW (X)

] [
ρV (Y )

ρW (Y )

]
−
[
ρV (Y )

ρW (Y )

] [
ρV (X)

ρW (X)

]
=

[
ρV (X) ◦ ρV (Y )− ρV (Y ) ◦ ρV (X)

ρW (X) ◦ ρW (Y )− ρW (Y ) ◦ ρW (X)

]
=

[
[ρV (X), ρV (Y )]

[ρW (X), ρW (Y )]

]
=

[
ρV ([X,Y ])

ρW ([X,Y ])

]
= ρ([X,Y ]).

(c) This is a direct computation. Given the representations ρV : G → GL(V ) and ρW : G → GL(W ) with
direct sum ρV⊕W , we need to compute the direct sum of the representations dρV and dρW . Well, for
any X ∈ g and (v, w) ∈ V ⊕ W , we note that evaluation at (v, w) is a linear map and hence passes
through derivative computations (in Euclidean space!), so

dρV⊕W (X)(v, w) =
d

dt
ρV⊕W (exp(tX))

∣∣∣∣
t=0

(v, w)

=
d

dt

[
ρV (exp(tX))

ρW (exp(tX))

] [
v
w

] ∣∣∣∣
t=0

=
d

dt

[
ρV (exp(tX))v

ρW (exp(tX))w

] ∣∣∣∣
t=0

.

Now, because we are in a Euclidean space, we can compute the derivative on each coordinate sepa-
rately, which we see to be diag(dρV (X), dρW (X)), as needed. ■

Next we handle the tensor product.

Lemma 3.8. Fix a Lie group G and Lie algebra g.

(a) Given representations V,W ∈ Repk(G), we can make V ⊗W into a representation of G via the
coordinate-wise action

ρV⊗W (g)(v ⊗ w) := ρV (g)v ⊗ ρW (g)w.

(b) Given representations V,W ∈ Repk(g), we can make V ⊗ W into a representation of G via the
product rule action

ρV⊗W (X)(v ⊗ w) = ρV (X)v ⊗ w + v ⊗ ρW (X)w.

(c) Suppose g = Lie(G). Given representationsV,W ∈ Repk(G), thenF (V ⊗W ) is the tensor product
representation in Repk(g).

Proof. Here we go.

(a) For each g ∈ G, we need to provide a bilinear map ρ(g) : (V ×W )→ (V ⊗W ), for which we take

ρ(g)(v, w) := ρV (g)v ⊗ ρW (g)w.

Linearity of ρV (g) and ρW (g) (and properties of the tensor product) verify that we have in fact defined
a bilinear map, so we have in fact defined a map G → End(V ⊗W ). Here are our checks to make this
map a representation.
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• Group action: for the identity check, we note that

ρ(e)(v ⊗ w) = (v ⊗ w)

for any pure tensor v ⊗ w ∈ V ⊗W . Thus, because maps out of V ⊗W are determined by their
action on pure tensors, we see that ρ(e) = id. Similarly, for g, h ∈ G, we see that

ρ(gh)(v ⊗ w) = (ρV (g)ρV (h)v ⊗ ρW (g)ρW (h)w) = ρ(g)ρ(h)(v ⊗ w),

so ρ(gh) and ρ(g) ◦ ρ(h) are equal on pure tensors and hence equal as maps V ⊗W → V ⊗W .

• Regular: we expand everything on a basis. Fix a basis {e1, . . . , em} of V and {f1, . . . , fm} onW so
that {ei⊗fj}i,j is a basis of V ⊗W ; let pr• be the appropriate projection whenever it appears. The
previous step verifies that we have a group homomorphism ρ : G→ GL(V ⊗W ), which we must
now show to be regular. Notably, the matrix coefficients ρ(g)i1j1,i2j2 of ρ(g) are now computable
as

pri2j2 ρ(g)(ei1 ⊗ fj1) = pri2j2(ρV (g)ei1 ⊗ ρW (g)fj1) = ρV (g)i1i2ρW (g)j1j2 ,

which is a product of regular functions and hence regular. Thus, ρ is regular on coordinates and
hence regular.

(b) For each X, we need to provide a bilinear map ρ(X) : (V ⊗W )→ (V ⊗W ), for which we take

ρ(X)(v, w) := ρV (X)v ⊗ w + v ⊗ ρW (X)w.

Linearity of ρV (X) and ρW (X) (and properties of the tensor product) verify that we have in fact defined
a bilinear map, so we have in fact defined a map g → gl(V ⊗W ). Here are our checks to make this a
representation.

• Linear: for a, b ∈ F andX,Y ∈ g, we should check that ρ(aX+bY ) = aρ(X)+bρ(Y ). Because pure
tensors span V ⊗W , it is enough to check this equality on pure tensors, for which we compute

ρ(aX + bY )(v ⊗ w) = ρV (aX + bY )v ⊗ w + v ⊗ ρW (aX + bY )w

= a(ρV (X)v ⊗ w + v ⊗ ρW (X)w) + b(ρV (Y )v ⊗ w + v ⊗ ρW (Y )w)

= (aρ(X) + bρ(Y ))(v ⊗ w).

• Lie bracket: forX,Y ∈ g, we need to check [ρ(X), ρ(Y )] = ρ([X,Y ]). It is enough to check this on
pure tensors, for which we compute

[ρ(X), ρ(Y )](v ⊗ w) = (ρ(X)ρ(Y )− ρ(Y )ρ(X))(v ⊗ w)
= ρ(X)ρ(Y )(v ⊗ w)− ρ(Y )ρ(X)(v ⊗ w)
= ρV (X)ρV (Y )v ⊗ w − ρV (Y )v ⊗ ρW (X)w

− ρV (X)v ⊗ ρW (Y ) + v ⊗ ρW (X)ρW (Y )w

− ρV (Y )ρV (X)v ⊗ w + ρV (X)v ⊗ ρW (Y )w

+ ρV (Y )v ⊗ ρW (X)w − v ⊗ ρW (Y )ρW (X)w

= (ρV (X)ρV (Y )− ρV (Y )ρV (X))v ⊗ w
+ v ⊗ (ρW (X)ρW (Y )− ρW (Y )ρW (X))w

= ρ([X,Y ])(v ⊗ w).

(c) This is a direct computation. Given the representations ρV : G → GL(V ) and ρW : G → GL(W ), we
would like to compute (dρV⊗W )e(X) ∈ gl(V ⊗W ) for some X ∈ g. Well, it is enough to compute this
on pure tensors v⊗w, for which we note that evaluation is a linear map and hence can be moved inside
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a derivative in the computation

(dρV⊗W )e(X)(v ⊗ w) = d

dt
ρV⊗W (exp(tX))

∣∣∣∣
t=0

(v ⊗ w)

=
d

dt
ρV⊗W (exp(tX))(v ⊗ w)

∣∣∣∣
t=0

=
d

dt
ρV (exp(tX))v ⊗ ρW (exp(tX))w

∣∣∣∣
t=0

=
d

dt
(1 + tdρV (X) + · · · )v ⊗ ρW (1 + tdρW (X) + · · · )w

∣∣∣∣
t=0

= dρV (X)v ⊗ w + v ⊗ dρW (X)w,

as required. Notably, we expanded our the Taylor series in order to the computation of the deriva-
tive at t = 0, but one can also indirectly apply some product rule after working more explicitly with
coordinates. ■

Remark 3.9. By induction, we see that we can also define a tensor representation

V1 ⊗ · · · ⊗ Vk

for any finite number of representations V1, . . . , Vk. One can compute the actions by simply extending
the above ones to more terms inductively.

Example 3.10. We explain how to twist by a character.

• Fix a regular Lie groupG. Given a representation ρ : G→ GL(V ) and a character χ : G→ GL1(F),
we see that we have a representation χ⊗ ρ on F⊗ V . However, F⊗ V can be identified with V by
the map c⊗ v 7→ cv (on pure tensors), so we have really defined a representation χρ : G→ GL(V )
given by

(χρ)(g) := χ(g)ρ(g).

• Fix a Lie algebra g. Given a representation ρ : g → gl(V ) and a character χ : g → gl(F), we again
see that we have a representation χ⊗ ρ on F⊗ V . Identifying F⊗ V with V as before, we see that
we have defined a representation χρ : G→ GL(V ) by

(χρ)(X) = χ(X) + ρ(X).

We also have Hom sets.

Lemma 3.11. Fix a Lie group G and Lie algebra g.

(a) Given representations V,W ∈ Repk(G), we can make Hom(V,W ) into a representation of G via

ρHom(V,W )(g)φ := ρW (g) · φ ◦ ρV (g)−1.

(b) Given representations V,W ∈ Repk(g), we can make Hom(V,W ) into a representation of G via

ρHom(V,W )(X)φ := ρW (X) ◦ φ− φ ◦ ρV (X).

(c) Suppose g = Lie(G). Given representations V,W ∈ Repk(G), then F (Hom(V,W )) is the corre-
sponding in Repk(g).

Proof. Here we go.
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(a) Given finite-dimensional representations ρV : G → GL(V ) and ρW : G → GL(W ), we explain how to
build a representation ρ : G→ Hom(V,W ). Indeed, for g ∈ G and φ ∈ Hom(V,W ), define

(ρ(g)φ)(v) := ρW (g)φ
(
ρV (g)

−1v
)
.

In other words, ρ(g)φ = ρW (g) ◦ φ ◦ ρ(g)−1. Here are our checks.

• Group action: for the identity check, we note

ρ(e)φ = ρW (e) ◦ φ ◦ ρV (e)−1 = idW ◦ φ ◦ id−1
V ,

as required. For the associativity check, we choose g, h ∈ G and note

ρ(g)ρ(h)φ = ρW (g) ◦ ρW (h) ◦ φ ◦ ρ(h)−1 ◦ ρ(g)−1 = ρ(gh)φ.

• Regular: it is enough to show that we have given a regular mapG×Hom(V,W )→ Hom(V,W ) by
considering component-wise formulations of matrix entries. Well, our map is simply the com-
posite

G×Hom(V,W )→ GL(W )×Hom(V,W )×GL(V ) 7→ Hom(V,W )
(g, φ) 7→

(
ρW (g), φ, ρV (g)

−1
)

7→ ρW (g) ◦ φ ◦ ρV (g)−1

which is regular as the composite of (products of) regular maps. For example, the last map is
regular because it is simply matrix multiplication, which is polynomial on coordinates and hence
regular.

(b) For any two Lie algebra representations V andW of g, we note that Hom(V,W ) also has a Lie algebra
representation structure given by

ρHom(V,W )(X)φ := ρW (X) ◦ φ− φ ◦ ρV (X).

Anyway, we now run our checks. Certainly ρHom(V,W )(X) is a linear map Hom(V,W ) → Hom(V,W )
(namely, our construction is linear in φ) because composition distributes over addition. Additionally,
our construction is linear inX because ρW : g→ gl(W ) and ρV : g→ gl(V ) should be linear. Lastly, we
must check preservation of the bracket of our map g→ gl(Hom(V,W )). Well, givenφ,ψ ∈ Hom(V,W )
and X,Y ∈ g, we compute

[ρHom(V,W )(X), ρHom(V,W )(Y )](φ) = ρHom(V,W )(X) ◦ ρHom(V,W )(Y )(φ)

− ρHom(V,W )(Y ) ◦ ρHom(V,W )(X)(φ)

= ρHom(V,W )(X)(Y ◦ φ− φ ◦ Y )

− ρHom(V,W )(Y )(X ◦ φ− φ ◦X)

= X ◦ Y ◦ φ− Y ◦ φ ◦X −X ◦ φ ◦ Y + φ ◦ Y ◦X
− Y ◦X ◦ φ+X ◦ φ ◦ Y + Y ◦ φ ◦X − φ ◦X ◦ Y

= (X ◦ Y − Y ◦X) ◦ φ− φ ◦ (X ◦ Y − Y ◦X)

= ρW ([X,Y ]) ◦ φ− φ ◦ ρV ([X,Y ])

= ρHom(V,W )([X,Y ])(φ),

where we have frequently but not always omitted our ρV s and ρW s.

(c) This is a direct computation. If φ : V → W were already a morphism of G-representations, then the
action of (b) is simply dρHom(V,W )(X)(φ): indeed, the action should be

dρHom(V,W )(X)(φ) =
d

dt
ρHom(V,W )(exp(tX))φ

∣∣∣∣
t=0

=
d

dt
ρW (exp(tX)) ◦ φ ◦ ρV (exp(−tX))

∣∣∣∣
t=0

=
d

dt
(1 + dρW (tX) + · · · ) ◦ φ ◦ (1− dρW (tX) + · · · )

∣∣∣∣
t=0

= dρW (X) ◦ φ− φ ◦ dρV (X).
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As usual, + · · · denotes higher-order terms which cannot affect our derivative. Notably, we are using
the fact that the linear term of a Taylor expansion (into some Euclidean space) is given by the derivative.

■

Example 3.12. Taking W = k to be the trivial representation, we obtain duals as a special case of
Lemma 3.11.

Here is also a good notion of subobjects.

Definition 3.13 (suprepresentation). Fix a regular Lie group or Lie algebra. A subrepresentation of a
representation is a subspace preserved by the G-action.

Remark 3.14. Let’s make this notion more precise.

• For a regular Lie groupG, we see that a subspaceU ⊆ V preserved by theG-action on a represen-
tation ρV : G→ GL(V ) means that we can restrict the linear action map G× U → V to an action
G × U → U . Thus, we do indeed have a regular map ρU : G → GL(U) by computing coordinates
of matrices component-wise, and the natural inclusion map U ↪→ V is a morphism in Repk(G).

• For a Lie algebra g, we see that a subspace U ⊆ V preserved by the g-action on a representation
ρV : g → gl(V ) means that we can restrict this linear map to ρU : g → gl(U). Notably, the Lie
bracket of gl(U) is more or less the restriction of the Lie bracket on gl(V ), so ρU continues to be a
Lie algebra representation, and we see that the natural inclusionU ↪→ V is a morphism inRepk(g).

Example 3.15. Let φ : V → W be a morphism in Repk(G). Then kerφ is a subrepresentation of V . In-
deed, kerφ ⊆ V is certainly a linear subspace, and for the G-invariance, we note that any v kerφ has

φ(ρV (g)v) = ρW (g)(φ(v)) = 0

for any g ∈ G, so ρV : G → GL(V ) restricts to a subrepresentation ρkerφ : G → GL(kerφ). (More
precisely, we have restricted our regular action G× kerφ→ V to a regular action G× kerφ→ kerφ.)

Example 3.16. Let φ : V → W be a morphism in Repk(g). Again, we see that kerφ ⊆ V is a subrepre-
sentation for essentially the same reason: certainly kerφ ⊆ V is a linear subspace, and v ∈ kerφ has
φ(Xv) = X(φ(v)) = 0 for any X ∈ g, so kerφ is closed under the G-action.

Example 3.17. Letφ : V →W be a morphism inRepk(G). Then imφ is a subrepresentation ofW . Again,
it is certainly a linear subspace, and it is preserved by the G-action because any g ∈ G and φ(v) ∈ imφ
has

ρW (g)(φ(v)) = φ(ρV (g)v) ∈ imφ.

Example 3.18. Let φ : V → W be a morphism in Repk(g). Then imφ is a subrepresentation of W . As
usual, we have a linear subspace, and it is fixed by the G-action because X ∈ g and φ(v) ∈ imφ has
X · φ(v) = φ(X · v) ∈ imφ.

We take a moment to remark that one can also construct quotients of representations, but we won’t bother
to run all the checks.

Invariants provide an important example of subrepresentations.
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Definition 3.19 (invariants). Fix a regular Lie group G or Lie algebra g.

• We denote the G-invariants of a representation V ∈ Repk(G) by

V G := {v ∈ V : ρV (g)v = v for all g ∈ G}.

• We denote the g-invariants of a representation V ∈ Repk(g) by

V g := {v ∈ V : ρV (g)v = 0 for all X ∈ g}.

Remark 3.20. We won’t bother to check that invariants provide subrepresentations right now. It follows
from the more general Lemma 3.24.

Example 3.21. Note that Hom(V,W )G = HomG(V,W ) forG-representations V andW . Indeed, a linear
map φ ∈ Hom(V,W ) is fixed by the G-action if and only if

g−1 · φ(g · v) =
(
g−1φ

)
(v) = φ(v)

for all g ∈ G, which of course rearranges into φ being G-equivariant.

Example 3.22. Note again note that Hom(V,W )g = Homg(V,W ) for this Lie algebra representation
structure. Namely, we can see that X · φ(v) = φ(X · v) for any X and v if and only if Xφ = 0.

Example 3.23. Let V be a vector space, and fix a nonnegative integer k ≥ 0. Then Sk acts on the tensor
powerV ⊗k by permuting the coordinates. Explicitly, permuting the coordinates provides a bilinear map
V k → V ⊗k, so it extends to a linear map V ⊗k → V ⊗k defined by

σ : (v1 ⊗ · · · ⊗ vk) 7→ (vσ1 ⊗ · · · ⊗ vσk)

for any pure tensor. We won’t bother to check that this is actually a group action, though it is not a
lengthy check. The fixed points of this Sk-action is the symmetric power Symk(V ).

Here is a more general notion of invariants.

Lemma 3.24. Fix a regular Lie group G or Lie algebra g, and let X∗(G) and X∗(g) denote the set of
regular homomorphisms G→ F× and g→ gl(F), respectively. For the statements, select R ∈ {G, g}.

(a) Fix some χ ∈ X∗(R). For any representation V , the subspace

V χ := {v ∈ V : ρV (r)v = χ(r)v for all r ∈ R}

is a subrepresentation of V .

(b) For distinct charactersχ1, . . . , χk ∈ X∗(R) and any representation V , the subspaces V χ1 , . . . , V χk

are linearly disjoint.

Proof. Here we go.

(a) Note that V χ is the kernel of the family of linear maps V → V defined by {v 7→ ρV (r)v − χ(r)v}r∈R,
so V χ is the intersection of linear subspaces and hence a linear subspace. To see that V χ is preserved
by the G-action, we note that any v ∈ V χ and r ∈ R will have ρV (r)v ∈ V χ: for any s ∈ R, we see

ρV (s)ρV (r) = χ(r)ρV (s)v = χ(s)χ(r)v = χ(s)ρV (r)v.
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(b) Suppose for the sake of contradiction that there exists a nontrivial relation v1 + · · · + vk = 0 where
vi ∈ V χi for i ∈ {1, . . . , k}. By possibly making k smaller, we may assume that all the v•s are nonzero,
and in fact, we may assume that there does not exist such a relation with fewer than k characters
χ1, . . . , χk ∈ X∗(R). Now, if k = 1, then we are simply asserting that v1 = 0, so there is nothing to say.
Otherwise, we may assume that k > 1. Then there is r ∈ R such that χk(r) ̸= χ1(r), and we see that
multiplying our relation by ρV (r) produces the equation

χ1(r)v1 + · · ·+ χk(r)vk = 0.

But now we can subtract this relation from χk(r)vk + · · · + χk(r)vk = 0, which produces a strictly
smaller relation with at least one term (χ1(r) − χk(r))v, which is a contradiction to the minimality of
our relation. ■

Remark 3.25. If G is a finite group acting on a vector space V , and χ is a character of G, then we can
define an operator πχ : V → V by

πχ(v) :=
1

|G|
∑
g∈G

χ−1(g)ρ(g)v.

We have the following checks on πχ.

• Note πχ is a linear map (as the sum of linear maps).

• By rearranging the sum, we see that ρV (h)πχ(v) = χ(h)πχ(v) for any h ∈ G, so imπχ ⊆ V χ.

• On the other hand, if v ∈ V χ already, then πχ(v) is just a sum with |G| copies of v, so πχ fixes V χ
pointwise.

In conclusion, we see that imπχ = V χ by Example 3.17. This is an alternate way to see that V χ is a
subrepresentation.

Example 3.26. Suppose V is a representation of a regular Lie group G or Lie algebra g. Given some
nonnegative integer k, we recall that Sk acts on V . Thus, for a character χ of Sk, we note that the map
πχ : V

⊗k → V ⊗k is a projection. In fact, πχ respects the ambient action on V .

• In the case of a Lie group G, we see that

ρV ⊗k(g)πχ(v1 ⊗ · · · ⊗ vk) =
1

k!

∑
σ∈Sk

χ(σ)(ρV (g)vσ1 ⊗ · · · ⊗ ρV (g)vσk) = πχρV ⊗k(g)(v1 ⊗ · · · ⊗ vk),

so the equality ρV ⊗k(g) ◦ πχ = πχ ◦ ρV ⊗k(g) follows by linearity.

• In the case of Lie algebra g, we see that

ρV ⊗k(X)πχ(v1 ⊗ · · · ⊗ vk) =
1

k!

∑
σ∈Sk

χ(σ)ρV ⊗k(X)(vσ1 ⊗ · · · ⊗ vσk)

=
1

k!

∑
σ∈Sk

χ(σ)(Xvσ1 ⊗⊗ · · · ⊗ vσk + · · ·+ vσ1 ⊗ · · · ⊗Xvσk)

= πχπV ⊗k(g)(v1 ⊗ · · · ⊗ vk).

Thus,
(
V ⊗k)χ ⊆ V ⊗k continues to be a subrepresentation in all cases by Example 3.17. Whenχ = 1, this

is the symmetric power representation Symk(V ). When χ = sgn, this is the alternating representation
Altk(V ).

71



3.1. SEPTEMBER 30 261A: LIE GROUPS

3.1.3 Lie’s Theorems for Representation Theory
We now discuss how to pass the representation theory forG to the representation theory of g. We want the
following lemma.

Lemma 3.27. Fix a regular Lie groupGwith Lie algebra g. For a representation V ∈ Repk(G), give V the
natural g-action via dρ. Further, fix some character χ : G→ GL1(F) inducing a character dχ : g→ gl(F).

(a) We always have V χ ⊆ V dχ.

(b) If G is connected, then V χ = V dχ.

Proof. Quickly, we reduce to the case whereχ = 1and thusdχ = 0 (becauseχ is constant). By Example 3.10,
we may consider the representation χ−1ρ. On one hand, we see that v ∈ V χ if and only if

(
χ−1ρ

)
(g)v = v

for all g ∈ G; on the other hand, we see similarly that v ∈ V dχ if and only if d
(
χ−1ρ

)
(X)v = v for all X ∈ g.

Thus, for our arguments, we will take χ = 1 so that we may consider V G and V g.

(a) For v ∈ V G, we must show that v ∈ V g. Well, fix any X ∈ g, and we would like to show that
dρe(X)(v) = v. For this, define the path γ : F → g given by γ(t) := exp(tX) so that γ(0) = e and
γ′(0) = X. Then

dρe(X) = dρe(γ
′(0)) = (ρ ◦ γ)′(0) ∈ gl(V )

by the chain rule, where this last derivative makes technical sense because we are outputting to a
Euclidean space. To compute (ρ ◦ γ)′(0)(v), we note that applying an endomorphism in gl(V ) to a
vector v ∈ V is a linear map, and linear maps pass through the definition of the derivative, so we find
that

(ρ ◦ γ)′(0)(v) = d

dt
(ρ ◦ γ)(t)

∣∣∣∣
t=0

(v)

=
d

dt
(ρ ◦ γ)(t)(v)

∣∣∣∣
t=0

=
d

dt
ρ(exp(tX))(v)

∣∣∣∣
t=0

∗
=

d

dt
v

∣∣∣∣
t=0

= 0,

where ∗
= holds because v ∈ V G.

(b) We already showed one inclusion in (a), so now we just have to show that any v ∈ V g is fully fixed by
G. Well, let H ⊆ G be the subgroup of G stabilizing v, which we know to be a closed Lie subgroup. In
fact, by our more precise isomorphism theorem, we know that its Lie algebra h can be described by

h = {X ∈ g : (ρ∗X)v = 0}.

However, we can compute

(ρ∗X)vf =
d

dt
f(exp(−tX)v)

∣∣∣∣
t=0

= dfp((ρ ◦ exp)′(0)v) = dfp(dρe(X)v)

for any germ f , but this derivative is of course 0 because dρe(X)v = 0 for all X ∈ g by assumption.
Thus, h = g, so the exponential map exp: h → G will be a local diffeomorphism. In particular, H
contains in an open neighborhood of the identity, so H must equal G because G is connected. Thus,
v ∈ V G. ■

And here is our main result.
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Proposition 3.28. Fix a regular Lie group G with Lie algebra g. Recall the functor F : Rep(G) → Rep(g)
sending a representation ρ : G→ GL(V ) to dρe : g→ gl(V ).

(a) If G is connected, then F is fully faithful.

(b) IfG is connected and simply connected, thenF is essentially surjective and hence an equivalence.

Proof. Here we go.

(a) Suppose that G is connected, and we want to show that F is fully faithful. In Lemma 3.2, we showed
that F is faithful, so we now must show that F is full. Well, for G-representations V and W , we must
show that any linear map φ ∈ Homg(V,W ) is in fact G-invariant. Well, we simply note that

Homg(V,W ) = Hom(V,W )g,

which equals Hom(V,W )G = HomG(V,W ) by Lemma 3.27, so we are done.

(b) Suppose that G is connected and simply connected. We want to show that F is essentially surjective
in order to finish the proof that F is an equivalence of categories. Well, fix a representation of g given
by some Lie algebra homomorphism ρ : g → gl(V ). Then Theorem 2.69 tells us that the differential
provides a bijection

F : HomLieGrp(G,GL(V )) ∼= HomLieAlg(g, gl(V ))

because G is simply connected. In particular, there is a Lie algebra homomorphism ρ : G → GL(V )
such that ρ = Fρ, as required. ■

Remark 3.29. Given any connected Lie group G with universal cover G̃, one can attempt to recover the
representation theory of G from G̃ via the short exact sequence in Remark 1.132.

Remark 3.30. For any Lie algebra g over R, one sees that RepC(g) = RepC(gC). (Another perspective
is that we can reduce the complex representation theory of a complex Lie algebra to a real form.) To
see this, note that any morphism g → gl(V ) where V is a complex vector space canonically upgrades
to a map g ⊗R C → gl(V ) by taking the tensor product with the canonical inclusion C → gl(V ) given
by c 7→ c idV . In the reverse direction, any representation g ⊗R C → gl(V ) can simply forget about the
C factor to define a representation g → gl(V ). This remark does not have the space or motivation to
check that we have actually defined an equivalence.

3.1.4 Decomposing Representations
With direct sums, we have notions of irreducibility.

Definition 3.31 (indecomposable). Fix a representation V . Then V is indecomposable if and only if any
direct sum decomposition V = V1 ⊕ V2 must have V1 = 0 or V2 = 0.

Definition 3.32 (irreducible). Fix a representation V . Then V is irreducible if and only if V is nonzero,
and any subrepresentation U ⊆ V has U = 0 or U = V .

Example 3.33. The standard representation V of GL(V ) is irreducible. Indeed, any nonzero subrepre-
sentation U ⊆ V has a nonzero vector v ∈ U . But then the orbit of v under GL(V ) is V \ {0}, so U must
contain V \ {0}, so U = V .

It will also turn out that Symk(V ) and Altk(V ) are irreducible representations of GL(V ), but this is
not so obvious. We will be able to show this with more ease later in the course.
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These notions are related but not the same.

Remark 3.34. Any irreducible representation V is indecomposable. Indeed, writing V = V1 ⊕ V2 has
V1 ⊆ V , so V1 = 0 or V1 = V .

Example 3.35. Consider the representation ρ : C→ GL2(C) given by

ρ(x) :=

[
1 x
0 1

]
.

Then span{e1} is a nontrivial proper subrepresentation of ρ because ρ(e1) = e1; thus, ρ fails to be irre-
ducible.

However, ρ is indecomposable! Indeed, our vector space is two-dimensional, so a nontrivial de-
composition of ρ into ρ1 ⊕ ρ2 must have underlying vector spaces V1 and V2 with dimensions dimV1 =
dimV2 = 1. But the action of C on C must be linear, so V1 and V2 must be eigenspaces. As such, we can
see from the definition of ρ that all eigenvalues are 1, so ρ1 and ρ2 would have to be the trivial repre-
sentation, meaning that ρ would have to be the sum of trivial representations and hence trivial, which
is false because ρ(1) ̸= id.

Do note that there is something that we can always do for our decomposition, but it is not always as satis-
fying as a direct sum.

Remark 3.36 (Jordan–Holder). For any representation V , one can always find a filtration

0 = V0 ⊆ V1 ⊆ · · · ⊆ Vk−1 ⊆ Vk = V

where each quotient Vi/Vi−1 is irreducible. Indeed, we can proceed by induction on dimV . As a base
case, dimV = 1 has nothing to do because V is irreducible for dimension reasons.

If V is already irreducible, then our filtration is 0 ⊆ V . Otherwise, V is not irreducible, so we can
find a nontrivial proper subrepresentation V ′ ⊆ V ; choosing a minimal such representation (by dimen-
sion) must have V ′ irreducible. Then we can apply the inductive hypothesis to V/V ′ (which has smaller
dimension than V ) to build the required filtration.

In particular, filtrations means that we would have to build representations by short exact sequences, which
may be difficult to handle especially when iterated.

We would like to decompose representations into irreducible parts because dealing with filtrations is
difficult.

Definition 3.37 (completely reducible). A representation V is completely reducible if and only if it is the
direct sum of irreducible representations.

Remark 3.38. Technically, we have not required that the decomposition into irreducibles is unique. This
is the content of Corollary 3.48.

3.2 October 2
Today we will continue talking about representations.

3.2.1 Schur’s Lemma
The following result is our first interesting result about representations.

74



3.2. OCTOBER 2 261A: LIE GROUPS

Proposition 3.39 (Schur’s lemma). Fix representations V and W (over a field F ) over a Lie group G or
Lie algebra g, denoted R.

(a) If V is irreducible, then any nonzero morphism φ : V →W is injective.

(b) If W is irreducible, then any nonzero morphism φ : V →W is surjective.

(c) If V and W are both irreducible, then any nonzero morphism φ : V →W is an isomorphism.

(d) If V andW are both irreducible, then the endomorphism algebra EndR(V ) is a finite-dimensional
division algebra over F . In particular, if F is algebraically closed, then the map F ∼= EndR(V )
defined by λ 7→ λ idV is a ring isomorphism.

Proof. Here we go.

(a) Note that kerφ ⊆ V is a subrepresentation by Examples 3.15 and 3.16. Thus, either kerφ = 0 in which
case φ is injective, or kerφ = V in which case φ = 0.

(b) Note that imφ ⊆ V is a subrepresentation by Examples 3.17 and 3.18. Thus, either imφ = 0 in which
case φ = 0, or imφ =W in which case φ is surjective.

(c) This follows by combining the previous two parts with Remark 3.1.

(d) Note that EndR(V ) is certainly an algebra (possibly non-commutative). Part (c) explains that all non-
zero elements have inverses, so this algebra becomes a division algebra. It remains to check the claim
when F is algebraically closed. In fact, we show that any morphism φ : V → V must be a scalar, which
will complete the proof because it shows that the natural map

k → EndR(V )

given by c 7→ c idV is an isomorphism.1 Note that φ will have an eigenvector v with eigenvalue λ.
Then φ − λ idV is a morphism with a nontrivial kernel, so it must be the zero map because it is not an
isomorphism! Thus, we conclude that φ = λ idV is a scalar. ■

This result (and in particular (d)) is important enough to warrant its own subsection. To explain why, here
are some interesting corollaries.

Corollary 3.40. Fix an algebraically closed field F .

(a) For any injective irreducible representation ρ : G→ GL(V ) of a regular Lie groupG, the center of
G is

Z(G) = {g ∈ G : ρ(g) = λidV for some λ ∈ C}.

(b) For any injective representation ρ : g→ gl(V ) of a Lie algebra g over a field F . Then the center of
g is

z(g) = {X ∈ g : ρ(X) = λidV for some λ ∈ k}.

Proof. The point is that living in the center implies commuting with the ambient action, which Proposi-
tion 3.39 explains implies the element must be a scalar. The injectivity of the representations implies that
this characterizes the center.

1 Certainly this is a ring map, and it is injective becauseV is nonzero, so we are really interested in showing that this map is surjective.
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(a) In one direction, if g ∈ G has ρ(g) = λ idV for some λ ∈ C, then any h ∈ G has

ρ
(
hgh−1

)
= ρ(h)ρ(g)ρ(h)−1

= ρ(h) ◦ λ idV ◦ ρ(h)−1

= λρ(h)ρ(h)−1

= λ idV

= ρ(g),

so injectivity of ρ implies that hgh−1 = g; thus, g ∈ Z(G).
Conversely, suppose g ∈ Z(G). Then ρ(g) : V → V is an operator on an irreducible representation of
G. In fact, ρ(g) commutes with the action of G: for any h ∈ G, we see that

ρ(g) ◦ ρ(h) = ρ(gh) = ρ(hg) = ρ(h) ◦ ρ(g)

because g ∈ Z(G). Thus, Proposition 3.39 implies that ρ(g) = λ idV for some λ ∈ C.

(b) In one direction, if X ∈ g has ρ(X) = λ idV for some λ ∈ C, then any Y ∈ g has

ρ([X,Y ]) = ρ(X) ◦ ρ(Y )− ρ(Y ) ◦ ρ(X)

= λρ(Y )− λρ(Y )

= 0,

so the injectivity of ρ implies that [X,Y ] = 0; thus, X ∈ z(g).
Conversely, suppose X ∈ z(g). Then ρ(X) : V → V is an operator on an irreducible representation of
g which commutes with the g action: any Y ∈ g has

ρ(X) ◦ ρ(Y )− ρ(Y ) ◦ ρ(X) = ρ([X,Y ]) = ρ(0) = 0.

Thus, Proposition 3.39 implies that ρ(X) = λ idV for some λ ∈ C. ■

Example 3.41. By Corollary 3.40, we see thatZ(GLn(F)) consists of scalar matrices. One can do similar
computations for all the classical groups.

Example 3.42. Note that Z(sln(F)) = 0 for n ≥ 2. (If n = 1, then sl1(F) = 0 already.) Indeed, the
main point is that the standard representation sln(F) ⊆ gln(F) is irreducible. Well, for any nonzero
subrepresentation V ⊆ Fn, say v ∈ V \{0}, and we may assume that v = e1 upon changing basis. Now,
for any w ∈ Fn, we see that there is a traceless matrix X ∈ sln(F) such that Xv = w, thus proving that
w ∈ V , so W = Rn. Applying this irreducible representation to Corollary 3.40, we conclude that

sln(F) = {λ1n ∈ sln(F) : λ ∈ F} = 0

because trλ1n = 0 requires λ = 0.

Corollary 3.43. Fix an abelian Lie group G or Lie algebra g, denoted R. Then all irreducible complex
representations are one-dimensional.

Proof. Let V be an irreducible complex representation ofRwith structure morphism ρ. Then for any g ∈ R,
we see that ρ(g) : V → V is an operator commuting with the action of G: for any h ∈ R, we see that

ρ(g) ◦ ρ(h) = ρ(h) ◦ ρ(g)
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because R is abelian. (Each case with R requires a slightly different argument, but the conclusion is the
same: both equal ρ(gh) = ρ(hg) when R = G, and the difference equals ρ([g, h]) = 0 when R = g.)

Thus, Proposition 3.39 implies that ρ(g) is a scalar operator λg idV for each g ∈ G. In particular, for any
nonzero vector v ∈ V , we see that ρ(g) acts a scalar on span{v} and hence preserves this subspace. Thus,
span{v} is a nonzero subrepresentation of V , forcing V = span{v} by irreducibility. ■

Let’s compute the representations of some abelian groups/algebras.

Example 3.44. The complex representations of the abelian Lie algebra F = gl(F) are just arbitrary C-
vector spaces V with a chosen endomorphism by ρ : gl(F) → gl(V ). In particular, the irreducible Lie
algebra representations ρ : gl(F) → gl(V ) have V = C by Corollary 3.43, and then we see we are just
asking for a linear map F→ C.

Now, applying the equivalence of Proposition 3.28, we construct the representation ρλ : F→ GL(C)
by ρλ(t)(v) := exp(λtv) (for any λ ∈ C), and we note that d(ρλ)e : F → gl(C) is the multiplication-
by-λ irreducible representation of the previous paragraph. In particular, the equivalence of categories
establishes these as our irreducible representations of F.

Example 3.45. Consider the real Lie group G := R×. Note that R× ∼= {±1} × R+ by the multiplication
map, and R+ ∼= R by taking the exponential. Now, this Lie group is abelian, so all irreducible represen-
tations are one-dimensional, so we can classify irreducible representations ρ : G→ GL(C) as

HomLieGrp({±1} × R,C×) = HomLieGrp({±1},C×)×HomLieGrp(R,C×)

by tracking the universal property of the product (for both manifolds and groups). Now,Hom({±1},C) is
just looking for elements of C× of order dividing 2, which we know are only {±1}. Continuing, we note
HomLieGrp(R,C×) was classified as the maps t 7→ exp(λt) for some λ ∈ C in Example 3.44 (because
such representations must be irreducible by virtue of being one-dimensional). As such, we see that
HomLieGrp(R×,C×) consists of the maps t 7→ sgn(t)ε |t|λ for some ε ∈ {0, 1} and λ ∈ C.

Example 3.46. Consider the real Lie group S1 equipped with the projection π : R→ S1 given by π(t) :=
e2πit. Then π is a smooth surjection with kernel kerπ = Z. Thus, a representation ρ : S1 → GL(C)
(as usual, all irreducible representations are 1-dimensional by Corollary 3.43) induces a representation
ρ̃ : R → GL(C) as ρ̃ := ρ ◦ π. Now, Example 3.44 tells us that ρ̃(t) = exp(tλ) ∈ C× for some λ ∈ C.
However, ρ̃ must have kerπ = Z in its kernel, so exp(λ) = 1, so λ = 2πin for some n ∈ Z. Going
back through π, we thus see that ρ(z) = zn for some n ∈ Z, and we can check that these are all in fact
polynomial (and hence smooth) representations S1 → C× = GL(C).

One can upgrade Proposition 3.39 for arbitrary representations.

Corollary 3.47. Fix a Lie group G or Lie algebra g, denoted R. Fix complex completely reducible repre-
sentations

V =

n⊕
i=1

V ⊕mi
i and W ∼=

n⊕
i=1

V ⊕ni
i ,

where the set {Vi}ni=1 consists of pairwise non-isomorphic complex irreducible representations. Then

HomR(V,W ) =

n⊕
i=1

Cni×mi .
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Proof. Finite sums move outside Hom by the universal properties involved, so

HomR(V,W ) = HomR

(
n⊕
i=1

V ⊕mi
i ,

n⊕
i=1

V ⊕ni
i

)

=

n⊕
i,j=1

HomR

(
V ⊕ni
i , V ⊕mi

j

)
=

n⊕
i,j=1

HomR(Vi, Vj)
ni×mi .

Now, Proposition 3.39 tells us that HomR(Vi, Vj) = C1i=j , so the result follows. ■

Corollary 3.48. Fix a Lie groupG or Lie algebra g. If V is a completely reducible complex representation,
then V has a unique decomposition into irreducibles up to isomorphism and permutation of the factors.

Proof. Because V is finite-dimensional, any two decompositions of V into irreducibles will end up using
only finitely many irreducible components, which we can list out as {V1, . . . , Vn}. Then we are given two
decompositions

n⊕
i=1

V ⊕mi
i

∼= V ∼=
n⊕
i=1

V ⊕ni
i

for nonnegative integers m•s and n•s. We want to check that mi = ni for each i. Well, for each i, Corol-
lary 3.47 implies that

dimHomG(Vi, V ) = dimHomG

(
Vi,

n⊕
i=1

V ⊕mi
i

)
= mi

and similarly dimHomG(Vi, V ) = ni, so mi = ni follows. ■

3.2.2 The Unitarization Trick

We would like tools to show that all representations are completely reducible. One place to start is with
unitary representations.

Definition 3.49. Fix a Lie groupG or Lie algebra g, denotedR. Then a representation V ofR is unitary if
and only if it has a positive-definite Hermitian inner product ⟨·, ·⟩ commuting with the R-action. More
precisely, we have the following.

• If R is a Lie group, then we want ⟨gv, gw⟩ = ⟨v, w⟩ for all g ∈ G and v, w ∈ V .

• If R is a Lie algebra, then we want ⟨Xv,w⟩+ ⟨v,Xw⟩ = 0 for all X ∈ g and v, w ∈ V .

For a general bilinear form ⟨−,−⟩ on a representation V , we say that ⟨−,−⟩ is invariant if and only if the
appropriate condition above is satisfied.

Here’s a quick coherence check for the definition.
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Lemma 3.50. Fix a Lie group G with Lie algebra g, and let ρ : G → GL(V ) be a complex representation
inducing a representation dρe : g→ gl(V ). Suppose thatV has anR-bilinear product ⟨−,−⟩ : V ×V → C
(possibly Hermitian).

(a) For any X ∈ g, we have

d

dt
⟨exp(tX)v, exp(tX)w⟩ = ⟨Xv,w⟩+ ⟨v,Xw⟩.

(b) If ⟨−,−⟩ is invariant for G, then it is invariant for g.

Proof. Here we go.

(a) This is essentially the product rule. In V , we compute

d

dt
⟨exp(tX)v, exp(tX)w⟩ = lim

t→0

⟨exp(tX)v, exp(tX)w⟩ − ⟨v, w⟩
t

= lim
t→0

⟨exp(tX)v, exp(tX)w⟩ − ⟨exp(tX)v, w⟩
t

+ lim
t→0

⟨ v, w⟩ − ⟨exp(tX)v, w⟩
t

= lim
t→0

〈
exp(tX)v,

exp(tX)w − w
t

〉
+ lim
t→0

〈
exp(tX)v − v

t
, w

〉
.

Now, linearity of the bilinear product implies its continuity, so we can bring the limit inside the bilinear
products. Doing so and using Remark 3.3 shows that these limits evaluate to ⟨Xv,w⟩+ ⟨v,Xw⟩.

(b) If ρ is unitary, then ⟨exp(tX)v, exp(tX)w⟩ = ⟨v, w⟩ always, so the derivative in (a) always vanishes, so
⟨Xv,w⟩+ ⟨v,Xw⟩ = 0 always. ■

We take a moment to acknowledge that, as usual, inner products have applications to duality.

Lemma 3.51. Fix a complex vector space V , and recall that we can define a complex vector space V as
having the conjugate action. If V has Hermitian inner product ⟨−,−⟩, then the map V → V ∨ given by
v 7→ ⟨−, v⟩ is an isomorphism of vector spaces. If V is a unitary representation over a real Lie group or
algebra, then this map is also an isomorphism of representations.

Proof. Well, for any v ∈ V , we see that ⟨−, v⟩ is a linear operatorV → C because ⟨−,−⟩ is Hermitian. In fact,
this gives an R-linear map i• : V → V ∨ defined by iv := ⟨−, v⟩•, and it has trivial kernel because v nonzero
implies that ⟨v, v⟩ > 0. Thus, our linear map V → V ∨ is a vector space isomorphism in light of the fact that
dimV = dimV ∨. Lastly, we note that this upgrades to an isomorphism of C-vector spaces because

⟨−, av⟩ = a⟨−, v⟩.

Now, if V is a unitary representation, we need to check that this isomorphism is invariant.

• If V is a representation of a group G, then we note that

igv(w) = ⟨gv, w⟩ =
〈
v, g−1w

〉
= (giv)(w).

• If V is a representation of a Lie algebra g, then we note that

iXv(w) = ⟨Xv,w⟩ = −⟨v,Xw⟩ = (Xiv)(w).

The above checks complete the proof. ■
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Lemma 3.52. Fix a complex vector space V . If V has a non-degenerate inner product ⟨−,−⟩, then the
map V → V ∨ given by v 7→ ⟨−, v⟩ is an isomorphism of vector spaces. If ⟨−,−⟩ is invariant over a Lie
group or algebra, then this map is also an isomorphism of representations.

Proof. The first paragraph of Lemma 3.51 (with no over-lines) proves the first sentence. The rest of that
proof verbatim shows the second sentence. ■

As another coherence check, we note that the choice of invariant product is more or less unique.

Proposition 3.53. Fix a complex irreducible representation V of a Lie group G. Then there is at most
one invariant Hermitian form on V , up to a positive scalar.

Proof. Fixing some invariant Hermitian forms ⟨·, ·⟩1 and ⟨·, ·⟩2 of a representation V , then we claim that we
can find a function φ : V → V such that

⟨v, w⟩1 = ⟨φ(v), w⟩2

for all v, w ∈ V . Indeed, φ is simply the composite of the representation isomorphisms V ∼= V ∨ ∼= V
provided by Lemma 3.51.

In particular, taking conjugates, we see that φ is an automorphism of an irreducible representation, so
Proposition 3.39 implies that φ = λ idV for some λ ∈ C. In particular, we conclude that

⟨−,−⟩1 = λ⟨−,−⟩2.

It remains to check that λ is a positive real number. Well, choose a nonzero vector v ∈ V , and then we see
that λ = ⟨v, v⟩1/⟨vv⟩2 > 0. ■

Anyway, here is the reason for defining the notion of unitary.

Proposition 3.54. Let V be a unitary representation of a Lie group G or Lie algebra g, denoted R. If
W ⊆ V is a subrepresentation, then so

W⊥ := {v ∈ V : ⟨v, w⟩ = 0 for all w ∈W}.

In fact, V =W ⊕W⊥ as representations.

Proof. We run our checks in sequence.

• We claim that W⊥ ⊆ V is a subrepresentation. Well, for each v ∈ V , we note that w 7→ ⟨w, v⟩ is a
linear map V → C because ⟨−,−⟩ is Hermitian, soW⊥ =

⋂
w∈W ker⟨−, w⟩ is a linear subspace. To see

that this is a subrepresentation, we pick up some v ∈W⊥, and we want to show that gv ∈W⊥ for any
g ∈ R. To continue, we do casework on R.

– If R = G, then note that
⟨gv, w⟩ =

〈
v, g−1w

〉
= 0

for all w ∈W because g−1w ∈W as well.
– If R = g, then set X = g and note that

⟨Xv,w⟩ = −⟨v,Xw⟩ = 0

for all w ∈W because Xw ∈W as well.

• We claim that the summation map W ⊕W⊥ → V is an isomorphism. Because W and W⊥ are both
subspaces of V , we certainly have a linear summation map W ⊕W⊥ → V , so it is merely a matter of
checking that we have an isomorphism.
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– Trivial kernel: suppose that (w, v) ∈ W ⊕W⊥ has w + v = 0. Then w = −v lives in W ∩W⊥. In
particular, ⟨w,w⟩ = 0, which implies w = 0 (and hence v = 0) because ⟨−,−⟩ is Hermitian and
non-degenerate.

– Surjective: by a dimension count, it is now enough to check that dimV ≤ dimW + dimW⊥.2

Well, the presence of an inner product allows us to begin with an orthonormal basis {e1, . . . , ek}
of W and then extend it to an orthonormal basis {ek+1, . . . , en} of V . However, the condition
of being orthonormal implies that {ek+1, . . . , en} ⊆ W⊥, so this orthonormal subset provides a
lower bound

dimW⊥ ≥ n− k = dimV − dimW,

as required. ■

Corollary 3.55 (unitarization trick). Let V be a unitary representation of a Lie group G or Lie algebra g.
Then V is completely reducible.

Proof. We induct on dimV by using Proposition 3.54. If dimV = 0, then V = 0, so V is the empty sum of
irreducible representations. Otherwise, for our inductive step, take dimV > 0. If V is irreducible already,
then there is nothing to do. Otherwise, let W ⊆ V be a proper nontrivial subrepresentation of V , and then
Proposition 3.54 implies that V ∼= W ⊕W⊥. Now, 0 < dimW, dimW⊥ < dimV , so W and W⊥ are unitary
representations with strictly smaller dimension than V , so W and W⊥ are completely irreducible, so V is
also completely irreducible (by taking the sum of the decompositions for W and W⊥). ■

Example 3.56. Let g be an abelian complex Lie algebra. Then the adjoint representation ad• : g→ gl(g)
is unitary no matter what Hermitian inner product ⟨−,−⟩we give g: indeed, we see that

⟨adX Y,Z⟩+ ⟨Y, adX Z⟩ = ⟨[X,Y ], Z⟩+ ⟨Y, [X,Z]⟩ = 0 + 0 = 0

by Proposition 2.23. Thus, the adjoint representation is completely reducible by Corollary 3.55.

3.2.3 Compact Lie Groups
The main application of Corollary 3.55 is to compact groups. To explain this, we need some notion of an
integration theory. Fix a regular Lie group G of dimension n with Lie algebra g. Remark 1.140 provides
a parallelization of TG ∼= G × g by right-invariant vector fields. Choosing a right-invariant global frame
{ξ1, . . . , ξn} of TG, we define

ω := ξ1 ∧ · · · ∧ ξn
to be a right-invariant top-degree differential form in ΩnG = ∧nTG. Then differential topology explains
how to integrate regular compactly supported functions f : G→ F against ω. In particular, tracking through
all the definitions, one finds that ∫

G

(Rgf)ω =

∫
G

f ω

for any g ∈ G and f : G→ F. Indeed, integration is linear, so we may assume that f is supported in a single
chart (U,φ) ofG. Letting the coordinates be φ = (x1, . . . , xn), we see that ω = r(x) dx1 ∧ · · · ∧ dxn for some
regular function r : U → F. Then ∫

G

f ω =

∫
U

f(x)r(x) dx1 ∧ · · · ∧ dxn.

However, the G-invariance of ω implies that we can translate everything by g to get the same value of the
integral, which is the desired conclusion.

2 Explicitly, the image of W +W⊥ ⊆ V has dimension dimW + dimW ′ because the summation map already has trivial kernel by
the previous point.
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The point of having an integration theory is that we are able to take “averages.” The following is our main
application.

Proposition 3.57. Fix a complex representation V of a compact Lie group G. Then there is an invariant
Hermitian inner product ⟨−,−⟩ on V . Thus, Corollary 3.55 implies that representations of a compact
Lie group are completely reducible.

Proof. Begin with any Hermitian inner product ⟨−,−⟩0 on V . Then we define ⟨−,−⟩ : V × V → C by

⟨v, w⟩ :=
∫
G

⟨gv, gw⟩0 ω,

where ω is a right-invariant top differential form onG, scaled so that
∫
G
ω = 1.3 Note thatG being compact

implies that the integral certainly converges; notably, the function g 7→ ⟨gv, gw⟩ is smooth because ⟨−,−⟩ is
bilinear, and the representation is regular.

We now claim that ⟨−,−⟩ is the required invariant Hermitian inner product.

• Conjugate-symmetric: for any v, w ∈ V , we note that

⟨w, v⟩ =
∫
G

⟨gw, gv⟩0 ω =

∫
G

⟨gv, gw⟩0 ω = ⟨v, w⟩.

• Linear: for any v, v′, w ∈ V and a, a′ ∈ C, we note that

⟨av + a′v′, w⟩ =
∫
G

⟨g(av + a′v′), gw⟩0 ω

= a

∫
G

⟨gv, gw⟩0 ω + a′
∫
G

⟨gv′, gw⟩0 ω

= a⟨v, w⟩+ a′⟨v′, w⟩.

• Non-degenerate: for any v ∈ V , we note that the function G → C given by g 7→ ⟨gv, gv⟩0 is a function
which is always positive because ⟨−,−⟩0 is Hermitian. Because G is compact, this function must have
a minimum value mv > 0, so we conclude that

⟨v, v⟩ =
∫
G

⟨gv, gv⟩ω ≥ mv > 0.

• Invariant: for any v ∈ V and h ∈ G, we note that

⟨hv, hv⟩ =
∫
G

⟨ghv, ghv⟩ω ∗
=

∫
G

⟨gv, gv⟩ω = ⟨v, v⟩,

where ∗
= holds because ω is right-invariant.

The above checks complete the proof. ■

Here is an interesting example.

Example 3.58. The group SUn is a compact real Lie group, so all its representations are completely
reducible by Proposition 3.57. In fact, it is simply connected, so RepC(SUn) = RepC(sun) by Proposi-
tion 3.28. However, sun is also a real form of sln(C) by Example 2.92, so we can use Remark 3.30 to
note that

RepC(sun) = RepC(sun ⊗R C) = RepC(sln(C)) = RepC(sln(R)⊗R C) = RepC(SLn(R)).

Thus, the complex representations of SLn(R) are also completely reducible!

3 Because G is compact, we can cover it in finitely many charts to conclude that
∫
G ω is finite, and then we can scale ω by this integral

to conclude that we can choose ω so that
∫
G ω = 1.
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3.3 October 5
Today we classify the representations of sl2(C).

3.3.1 Some Representations of sl2(C)
We begin by choosing a basis of sl2(C). By Example 1.153, this Lie algebra consists of the traceless 2 × 2
matrices and is three-dimensional, so we define

e :=

[
0 1
0 0

]
, f :=

[
0 0
1 0

]
, and h :=

[
1 0
0 −1

]
.

Note that {e, f, h} ⊆ sl2(C) are certainly linearly independent because they occupy disjoint coordinates of
these matrices, so we have found a basis. For future use, it will be useful to record the commutator relations

[e, f ] = ef − fe =
[
0 1
0 0

] [
0 0
1 0

]
−
[
0 0
1 0

] [
0 1
0 0

]
=

[
1 0
0 −1

]
= h,

[h, e] = he− eh =

[
1 0
0 −1

] [
0 1
0 0

]
−
[
0 1
0 0

] [
1 0
0 −1

]
=

[
0 2
0 0

]
= 2e,

[h, f ] = hf − fh = (eh− he)⊺ = −[h, e]⊺ = −2f.

These commutator relations can be frequently be extending inductively. Here are a couple examples.

Example 3.59. As an example of something we can compute, suppose ρ : sl2(C) → gl(V ) is some rep-
resentation. Then we claim that

ρ(h) ◦ ρ(f)m = ρ(f)m ◦ (ρ(h)− 2midV )

for any m ≥ 0. Indeed, for m = 0, there is nothing to say. For an inductive step, we note

ρ(h)ρ(f)m+1 = ρ(h)ρ(f)mρ(f) = ρ(f)m ◦ (ρ(h)− 2midV )ρ(f) = ρ(f)m+1(ρ(h)− 2(m+ 1)idV ),

where the key point is that ρ(h)ρ(f) = ρ(f)(ρ(h)− 2idV ) by the commutator relations.

Example 3.60. Replacing f with e everywhere in Example 3.59 proves that

ρ(h) ◦ ρ(f)m = ρ(f)m ◦ (ρ(h) + 2midV ),

where the point is that ρ(h)ρ(e) = ρ(e)(ρ(h) + 2idV ) by the commutator relations.

We are going to find many irreducible representations of sl2(C). We will do this fairly geometrically in two
ways, starting with GL2(C). On one hand, we can start with the standard representation ρstd : SL2(C) ⊆
GL2(C) and then define ρn := Symn ρstd for all n ≥ 0. On the other hand, we can provide a more geometric
construction: Note that SL2(C) acts on polynomials C[x, y] by (ρ(g)p)(x, y) := p ((x, y)g). Quickly, we note
that this is at least a linear action.

• Identity: (ρ(1)p)(x, y) = p(x, y).

• Associative: (ρ(gh)p)(x, y) = p ((x, y)gh) = (ρ(g)ρ(h)p)(x, y).

• Linear: note ρ(g)(ap+ bq)(x, y) = ap ((x, y)g) + bq ((x, y)g) = (aρ(g)p+ bρ(g)q)(x, y).

Note that C[x, y] is a ring graded by (total) degree, so we let Vn ⊆ C[x, y] be the subspace of C[x, y] spanned
by the degree-n monomials. (Namely, Vn consists of 0 and the homogeneous polynomials of degree n.)
Then we note that

ρ

([
a b
c d

])
(xpqp) = (ax+ cy)p(bx+ dy)q
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continues to homogeneous of degree p+q, so theSL2(C)-action onC[x, y] stabilizes the subspacesVn. Thus,
we have produced representations ρ′n : SL2(C)→ GL(Vn). Giving Vn the basis of monomials and expanding
about the above formula (ax+ cy)p(bx+ dy)q, we see that the matrix coefficients of ρ′n(g) are polynomial in
the matrix coefficients of g, so ρ′n(g) is indeed a regular representation.

Lemma 3.61. Fix notation as above, and let ρstd : SL2(C) ⊆ GL2(C). Then ρ′n ∼= Symn ρstd for all n ≥ 0.

Proof. Let {vx, vy} be the standard basis of SL2(C). Then we note that ρ′n has basis given by the monomials
{xpyq}p+q=n, and Symn ρstd has basis given by

{
v⊗px v⊗qy

}
p+q=n

(by some linear algebra).4

With this in mind, we define a vector space isomorphismφ : Symn C2 → Vn byφ : vpxvqy 7→ xpyq. To check
that this is SL2(C)-invariant, it is enough to check on a basis because G-invariance is a linear condition, so
we note that g :=

[
a b
c d

]
has

φ
(
g · vpxvqy

)
= φ ((avx + cvy)

p(bvx + dvy)
q)

= (ax+ by)p(bx+ dy)q

= g · xpyq

= g · φ
(
vpxv

q
y

)
,

as required. ■

Some V•s already have geometric incarnations.

Example 3.62. We see that V0 is the trivial representation, and V1 is the standard representation.

Lemma 3.63. The representations ρ2 : sl2(C)→ gl(V2) and ad• : sl2(C)→ gl(sl2(C)) are isomorphic.

Proof. We will construct an explicit isomorphism sl2(C)→ V2 of representations. For this, we compare the
actions of ρ2 : sl2(C)→ gl(V2) and ad: sl2(C)→ gl(sl2(C)).

• We compute ρ2 : sl2(C) → gl(V2). Note that sl2(C) acts component-wise on V2 = Sym2 V ⊆ V ⊗ V .
Thus, we see that

X(vw) = X · 1
2
(v ⊗ w + w ⊗ v) = 1

2
(Xv ⊗ w + v ⊗W +Xw ⊗ v + w ⊗Xv) = (Xv)w + v(Xw).

In particular, using the ordered basis
{
v2x, v

2
y, vxvy

}
, we compute

e
(
v2x
)
= 2vx · e(vx) = 0,

e
(
v2y
)
= 2vy · e(vy) = 2vxvy,

e(vxvy) = vx · e(vy) + e(vx) · vy = v2x,

and

f
(
v2x
)
= 2vx · f(vx) = 2vxvy,

f
(
v2y
)
= 2vy · f(vy) = 0,

f(vxvy) = vx · f(vy) + f(vx) · vy = v2y,

4 Here, v⊗p
x v⊗q

y is the average over all permutations of the vector v⊗p
x ⊗ v⊗q

y . Certainly the permutations of these vectors provide a
basis of

(
C2

)⊗n, and taking averages over all permutations of the basis shows that we have in fact given a basis.
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and

h
(
v2x
)
= 2vx · h(vx) = 2v2x,

h
(
v2y
)
= 2vy · h(vy) = −2v2y,

h(vxvy) = vx · h(vy) + h(vx) · vy = 0

Thus,

ρ2(e) =

0 0 1
0 0 0
0 2 0

 , ρ2(f) =

0 0 0
0 0 1
2 0 0

 , and ρ2(h) =

2 0 0
0 −2 0
0 0 0

 .
• We compute ad: sl2(C) → gl(sl2(C)), where we recall that adX(Y ) = [X,Y ]. Using the commutator

relations already computed in the previous homework, we use the ordered basis {e, f, h} to see that

ade =

0 0 −2
0 0 0
0 1 0

 , adf =

 0 0 0
0 0 2
−1 0 0

 , and adh =

2 0 0
0 −2 0
0 0 0

 .
With this in mind, we define φ : V2 → sl2(C) by φ

(
v2x
)
:= −2e and φ

(
v2y
)
= 2f and φ (vxvy) = h. Then we

want to check that φ(ρ2(X)v) = adX φ(v) for allX ∈ sl2(C) and v ∈ V2 This condition is linear inX and v, so
we can check it on bases, where we see that we are asking to check that φ ◦ ρ2(X) ◦ φ−1 = adX for any X.
However, translating everything into matrices, we see that this comes down to the computations−2 2

1

0 0 1
0 0 0
0 2 0

−2 2
1

−1

=

0 0 −2
0 0 0
0 1 0

 ,
−2 2

1

0 0 0
0 0 1
2 0 0

−2 2
1

−1

=

 0 0 0
0 0 2
−1 0 0

 ,
−2 2

1

2 0 0
0 −2 0
0 0 0

−2 2
1

−1

=

2 0 0
0 −2 0
0 0 0

 ,
as required. ■

Thus, for the rest of today, we will just work with ρ′ns due to its more concrete description, but we will
identify the notations ρn and ρ′n. We now induce a representation (dρn)1 : sl2(C) → gl(Vn). We quickly run
a few computations; here and throughout the rest of the computations, if we ever find negative exponents,
then the relevant expression actually vanishes.

• We claim that (dρn)1(e) = x∂y as operators on Vn. It is enough to check the equality on the basis of
monomials of Vn, so we choose (p, q) such that p+q = n. Then we note exp(te) =

∑∞
k=0

1
n! t

nen = [ 1 t1 ]
because e2 = 0, so we may compute

(dρn)1(e) (x
pyq) =

d

dt
ρn(exp(te)) (x

pyq)

∣∣∣∣
t=0

=
d

dt

[
1 t

1

]
(xpyq)

∣∣∣∣
t=0

=
d

dt
xp(tx+ y)q

∣∣∣∣
t=0

= qxp+1(tx+ y)q−1

∣∣∣∣
t=0

= qxp+1yq−1

= x∂x (x
pyq) .
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• We claim that (dρn)1(f) = y∂x. Indeed, this follows by switching the roles of x and y everywhere in the
previous computation, which effectively exchanges the matrices e and f by interchanging the ordered
basis.

• We claim that h = x∂x − y∂y as operators on Vn. Again, it is enough to check the equality on the basis
of monomials of Vn, so we choose (p, q) such that p+ q = n. Then we note that

exp(th) =

∞∑
k=0

1

n!
tnhn =

∞∑
k=0

1

n!

[
tn

(−t)n
]
=

[
et

e−t

]
,

so we may compute

(dρn)1(h) (x
pyq) =

d

dt
ρn(exp(th)) (x

pyq)

∣∣∣∣
t=0

=
d

dt

[
et

e−t

]
(xpyq)

∣∣∣∣
t=0

=
d

dt

(
etx
)p (

e−ty
)q ∣∣∣∣

t=0

=
d

dt
e(p−q)txpyq

∣∣∣∣
t=0

= (p− q)xpyq

= (x∂x − y∂y) (xpyq) .

The rest of the argument forgets aboutSL2(C), so we will replace the notation (dρn)1 with justdρn : sl2(C)→
gl(Vn). For brevity, we also let vpq be the basis monomial xpyq ∈ C[x, y], for any p, q ≥ 0. In particular, the
above computations have found that 

ρn(e)vpq = qvp+1,q−1,

ρn(f)vpq = pvp−1,q+1,

ρn(h)vpq = (p− q)vpq.
(3.1)

In particular, ρn(h) acts diagonally on Vn with eigenbasis given by the monomials. We now begin running
some checks.

Lemma 3.64. Fix notation as above. Then the representation ρn : sl2(C)→ gl(Vn) is irreducible.

Proof. Fix some nonzero subrepresentation W ⊆ Vn, and we want to show that W = Vn. Well, W must
have some nonzero vector v :=

∑
p+q=n apqvpq. Supposing that p′ is the largest index for p such that apq ̸= 0,

we see that applying e enough times to v allows us to assume that v is a scalar multiple of vn0. (In particular,
ρn(e)

p′v is a scalar multiple of vn0.) Thus, vn0 ∈W . But then we can apply f inductively to see that

ρn(f)
kvn0 = nρn(f)

k−1vn−1,1 = · · · = n(n− 1) · · · (n− k + 1)vn−k,k,

so we see that vn−k,k ∈W for each k ≥ 0. Thus, W contains the monomial basis of Vn, so W = Vn. ■

3.3.2 Irreducible Representations of sl2(C)
We now classify the irreducible representations of sl2(C). An interesting property of the above computa-
tions, and one used in the above argument, is that ρn(e) and ρn(f) are nilpotent operators on Vn. We will
eventually show that {ρn}n≥0 lists all irreducible representations of sl2(C), so we expect this property to be
true in general. Our next step is to prove it.
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Lemma 3.65. Let ρ : sl2(C) → gl(V ) be a complex representation. Then ρ(e) and ρ(f) are nilpotent
operators on V .

Proof. Note that (3.1) tells us that we may hope to extract monomials as eigenvectors ofh. Thus, we employ
the following trick: we let σ(h) denote the collection of eigenvalues of h (which is finite because dimV <∞),
and then we let V [λ] be the generalized eigenspace for ρ(h) of the eigenvalue λ ∈ σ(h). Thus, we have a
decomposition

V =
⊕

λ∈σ(h)

V [λ].

Now, the commutator relations imply that ρ(h)ρ(e) = ρ(e)ρ(h) + 2ρ(e) and ρ(h)ρ(f) = ρ(f)ρ(h)− 2ρ(f), so

(ρ(h)− (λ+ 2))d ◦ ρ(e) = ρ(e) ◦ (ρ(h)− λ)n and (ρ(h)− (λ− 2))d ◦ ρ(f) = ρ(f) ◦ (ρ(h)− λ)n

for all d ≥ 0 and λ ∈ C. Thus, taking d large enough, we see that ρ(e) : V [λ] → V [λ + 2] and ρ(f) : V [λ] →
V [λ − 2]. Because V [λ] ̸= 0 for only finitely many λs, we see that ρ(e)n and ρ(f)n must be zero for n large
enough. For example, any n > |σ(h)| will do because then any λ ∈ σ(h) and hence V [λ] = 0 will have
λ + 2k /∈ σ(h) for some k ∈ {0, . . . , n}, implying that ρ(e)n : V [λ] → V [λ + 2n] vanishes for all λ. (A similar
argument with + replaced by− shows that ρ(f)n vanishes.) ■

For technical reasons, we note that the action of h on the Vns is particularly simple: it diagonalizes. Some
algebra with the commutator relations is able to show this in a special case.

Lemma 3.66. Let ρ : sl2(C) → gl(V ) be a complex representation, and set U := ker ρ(e). Then ρ(h)
preserves U , and ρ(h) : U → U diagonalizes with nonnegative integer eigenvalues.

Proof. We will omit ρ from our actions for brevity. We proceed in steps. Throughout, we fix some v ∈ U .

1. We quickly check that h(U) ⊆ U . Indeed, for v ∈ U , we see that ehv = (he− 2e)v = (h− 2)ev = 0, so
hv ∈ U .

2. For any m ≥ 1, we claim that
efmv

?
= fm−1m(h−m+ 1)v. (3.2)

Indeed, for m = 1, we recall that ef = fe+ h, so ev = 0 proves the conclusion. For the inductive step,
we take m ≥ 1 and note

efm+1v = (fe+ h)fmv

= (fefm + hfm) v
∗
= (fmm(h−m+ 1) + fm(h− 2m)) v

= fm
(
(m+ 1)h−m2 −m

)
v

= fm(m+ 1)(h−m)v,

where ∗
= holds by Example 3.59.

3. Using the previous step, we conclude that

emfmv = em−1fm−1m(h− (m− 1))v.

Because h preserves U , we see thatm(h−m+1)v ∈ U as well. Thus, we may apply the previous step
inductively to see that m ≥ 0 has

emfmv
?
= m!h(h− 1) · · · (h− (m− 1))v.

Indeed, m = 0 has nothing to prove, and for the inductive step, we simply use the previous step.
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4. We complete the proof. By Lemma 3.65, we know that there exists m ≥ 0 such that ρ(h)m : V → V is
the zero operator. For this m, we see

0 = emfmv = m!h(h− 1) · · · (h− (m− 1))v

for all v ∈ V . Thus, the minimal polynomial ofhdividesT (T−1) · · · (T−(m−1)) and in particular has no
repeated roots, so linear algebra implies thath acts diagonally with eigenvalues in {0, 1, . . . ,m−1}. ■

We now use the eigenvectors we have access to build some subrepresentations by hand.

Lemma 3.67. Fix a nonzero complex representation ρ : sl2(C)→ gl(V ). Suppose that there is a nonzero
eigenvector v ∈ ker ρ(e) for ρ(h) with eigenvalue n ∈ Z≥0. Then there exists an embedding φ : Vn → V
of representations such that φ (xn) = v.

Proof. We proceed in steps.

1. We begin by making a motivational remark. With φ as a guide and staring at (3.1), we expect v to be
a monomial of the form xn+qyq because it is an eigenvector for ρ(h) with eigenvalue n, and ρ(e)v = 0
suggests that we should have φ(v) = xn.

2. We now find other monomials. Namely, note span{v} is not yet stable under the action of sl2(C) be-
cause v need not be an eigenvector for ρ(f). Thus, we define

vq := ρ(f)qv

for q ≥ 0 and v−1 := 0, which (3.1) suggests should behave like our monomials with φ(vq) = n(n −
1) · · · (n− q + 1)xp−qyq. Indeed, for q ≥ 0, we have the relations

ρ(e)vq = q(n− q + 1)vq−1,

ρ(f)vq = vq+1,

ρ(h)vq = (n− 2q)vq.

Here, the relation for ρ(e) follows from (3.2), and the relation for ρ(h) follows from Example 3.59. In
particular, we see that ρ(e)vn+1 = 0, so vn+1 ∈ U , but then ρ(h) acts on vn+1 with negative eigenvalue
−2, so vn+1 = 0 is forced by Lemma 3.66; then the ρ(f) relation gives vq = 0 for q > n.

3. We construct the mapφ. For notational ease, we begin by fixing our collection of monomials by defin-
ing

wq :=
1

n(n− 1) · · · (n− q + 1)
vq

for q ∈ {0, . . . , n} and vq = 0 for q ∈ Z \ {0, . . . , n}, where now we expect φ(wq) = xn−qyq. Indeed, for
q ∈ {0, . . . , n}, we have the relations, we have the relations

ρ(e)wq = qwq−1,

ρ(f)wq = (n− q)wq+1,

ρ(h)wq = (n− 2q)wq.

We now may compare the above relations with (3.1) to see that φ : Vn → V defined by φ (xpyq) := wq
preserves the sl2(C)-action. Indeed, we want to check that φ(ρn(X)v) = ρ(X)(φ(v)) for any X ∈
sl2(C) and v ∈ Vn, for which it suffices to check on the bases {e, f, h} ⊆ sl2(C) and {xpyq}p+q=n ⊆ Vn;
these checks are immediate by comparing the above relations with (3.1).

4. It remains to check that φ is an embedding. We provide two ways of doing this.

• Note that {w0, . . . , wn} ⊆ Vn is a linearly independent set because these vectors have distinct
eigenvalues for ρ(h). Thus,φ sends a basis to a linearly independent subset of Vn and hence must
be injective.
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• Noteφ is nonzero becauseφ (xn) = w0 = v is nonzero. Because Vn is irreducible by Lemma 3.64,
we conclude that φ is injective by Proposition 3.39. ■

At long last, here is our classification result.

Theorem 3.68. Let V1 be the standard representation ρ1 : sl2(C) ⊆ gl2(C), and define Vn := Symn V1 for
each n ≥ 0 so that we have representations ρn : sl2(C)→ gl(Vn). Then

{Vn : n ≥ 0}

is exactly the set of irreducible representations of sl2(C), and these are all distinct.

Proof. By Lemma 3.64, we see that theV•s are irreducible, and they are all distinct because their dimensions
are all distinct: dimVn = n+ 1.

It remains to check that these are the only irreducible representations. Well, pick up some irreducible
representation ρ : sl2(C) → gl(V ). Now, we use Lemma 3.67 to get some n ∈ Z≥0 and a nonzero map
φ : Vn → V of representations. (Note that the existence of the required v is satisfied by Lemma 3.66.) Be-
cause Vn and V are both irreducible, Proposition 3.39 implies that φ is an isomorphism, so V ∼= Vn is one of
the V•s. ■

3.3.3 Complete Reducibility for sl2(C)
In this subsection, we provide a purely algebraic proof for the complete reducibility of representations of
sl2(C). Namely, we are avoiding the integration theory used in Example 3.58. Technically, this subsection
can thus be skipped, but it is instructive because the methods used in this subsection will reappear when we
want to show that the complex representations of general semisimple algebras are completely reducible.

Note that the key to the proof of Example 3.58 was the ability to take averages in order to produce some
invariant maps. (In particular, we needed to provide an invariant Hermitian form.) Our substitute for being
able to take averages is to use the “Casimir” operator

C := ef − fe+ 1

2
h2,

which (suitably interpreted) is always an invariant map. Let’s check this.

Lemma 3.69. Let ρ : sl2(C)→ gl(V ) be some representation. Then

ρ(C) := ρ(e) ◦ ρ(f)− ρ(f) ◦ ρ(e) + 1

2
ρ(h) ◦ ρ(h)

is an sl2(C)-invariant morphism V → V .

Proof. Being sl2(C)-invariant is linear in sl2(C) and thus can be checked on the standard basis of sl2, which is
a purely formal computation with the commutator. We will drop the ρs everywhere for brevity. We compute

Ce = efe+ fee+
1

2
hhe

= e(ef − h) + (ef − h)e+ 1

2
h(eh+ 2e)

= eef − eh+ efe+
1

2
heh

= eef − eh+ efe+
1

2
(eh+ 2e)h

= eef + efe+
1

2
eh2

= eC.
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Similarly,

Cf = eff + fef +
1

2
hhf

= (fe+ h)f + f(fe+ h) +
1

2
h(fh− 2f)

= fef + f(fe+ h) +
1

2
hfh

= fef + f(fe+ h) +
1

2
(fh− 2f)h

= fef + ffe+
1

2
fhh

= fC.

Lastly,

Ch = efh+ feh+
1

2
hhh

= e(hf + 2f) + f(he− 2e) +
1

2
hhh

= ehf + fhe+ 2(ef − fe) + 1

2
hhh

= (he− 2e)f + (hf + 2f)e+ 2(ef − fe) + 1

2
hhh

= hef + hfe+
1

2
hhh

= hC. ■

Remark 3.70. It may appear that our definition ofC came out of nowhere, but it turns out that all opera-
tors V → V which can be written as a polynomial in {e, f, h} is actually a polynomial inC. We will prove
this later once we have talked about the universal enveloping algebra, which is the correct context to
talk about polynomials in {e, f, h}.

Importantly,C provides a basis-free way to distinguish between the irreducible representations V•.

Lemma 3.71. The operator ρn(C) : Vn → Vn equals the scalar operator n(n+2)
2 idVn

.

Proof. Because Vn is irreducible by Lemma 3.64, and ρn(C) : Vn → Vn is sl2(C)-invariant by Lemma 3.69,
Proposition 3.39 tells us that ρ(C) is a scalar operator, so it only remains to compute what this scalar is.
Well, we may just compute ρ(C) on the vector xn: omitting the ρns everywhere for brevity, we see

C (xn) =

(
ef + fe+

1

2
h2
)
(xn)

= ef (xn) + fe (xn) +
1

2
h2 (xn)

= nxn + 0 +
1

2
n2xn

=
n(n+ 2)

2
xn,

as required. ■
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Remark 3.72. One does not need to use Lemma 3.69 and Proposition 3.39 here; instead, one can simply
compute ρn(C) on the entire basis {xpyq}p+q=n to see what the scalar should be.

We are now ready for our theorem.

Theorem 3.73. The complex representations of sl2(C) are completely reducible.

Proof. Let ρ : sl2(C) → gl(V ) be any representation, which we want to be completely reducible. We will
induct on dimV , where the base case of dimV ∈ {0, 1} has no content because dimV = 0 makes V the
empty sum of irreducibles, and dimV = 1 makes V already irreducible. For the inductive step, we proceed
in steps.

1. We reduce to the case whereV is indecomposable: indeed, ifV is the direct sum of two nonzero repre-
sentationsV1⊕V2, then dimV1,dimV2 < dimV , so the induction promises thatV1 andV2 are the direct
sum of irreducible representations, so V = V1 ⊕ V2 is the direct sum of irreducible representations.
For the rest of the argument, we thus may assume that V is indecomposable.

2. We reduce to the case where ρ(C) has a single generalized eigenvalue on V . Let σ(C) be the collection
of eigenvalues of V , which is finite because V is finite-dimensional. Then we have a decomposition

V =
⊕

µ∈σ(C)

V [µ]

into generalized eigenspaces, where V [µ] is the generalized eigenspace with eigenvalue µ.
We claim that each V [µ] is a subrepresentation, implying that we must have V = V [µ] because V is
indecomposable, completing this step. Well, V [µ] is the kernel of (ρ(C) − µidV )d for some perhaps
large d. Because ρ(C) is sl2(C)-invariant by Lemma 3.69, we conclude that (ρ(C) − µidV )d is as well,
so V [µ] ⊆ V becomes a subrepresentation by Example 3.16.

3. We place V into a controlled short exact sequence. LetW ⊆ V be an irreducible subrepresentation; to
construct one, we can just take a minimal nonzero subrepresentation. We want to show that V = W .
Note Theorem 3.68 tells us thatW ∼= Vn for some n, which means that ρ(C) will act onW and thus V
as the scalar n(n+2)

2 by Lemma 3.71. Now, we have a short exact sequence

0→ Vn → V → V/Vn → 0.

Because dimV/Vn < dimV , it must also be completely reducible. However, ρ(C) acts as the scalar
n(n+2)

2 on all irreducible subrepresentations of V , so using Lemma 3.71 backward tells us that Vn is
the only permitted irreducible subrepresentation. Thus, V/Vn ∼= V

⊕(m−1)
n for somem ≥ 1, and we are

given the short exact sequence

0→ Vn → V → V ⊕(m−1)
n → 0. (3.3)

4. We construct morphisms Vn → V , which will eventually produce an isomorphism V ⊕m
n → V . We will

use Lemma 3.67, which requires some eigenvectors of ρ(h). Well, let σ(h) be the eigenvalues of ρ(h),
so we get a decomposition

V =
⊕

λ∈σ(h)

V [λ]

into generalized eigenspaces, where V [λ] is the generalized eigenspace for ρ(h) with eigenvalue λ. Let
λ0 be an eigenvalue with maximal real part. As in the proof of Lemma 3.65, we know that ρ(e) : V [λ]→
V [λ+ 2], so the maximality of λ0 implies that ρ(e) : V [λ0]→ V [λ0 + 2] must be the zero map.
Thus, V [λ0] ⊆ ker ρ(e), so Lemma 3.66 tells us that ρ(h) actually acts diagonally on V [λ0], and λ0 =
n′ for some n′ ∈ Z≥0. Each vector in V [n′] provides an embedding Vn′ → V , but we know that all
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irreducible subrepresentations ofV areVn, son′ = n. Quickly, we see that (3.3) tells us thatdimV [n] =
mdimVn[n] = m, where dimVn[n] = 1 because Vn[n] = span {xn}.
We now note that Lemma 3.67 takes each u ∈ V [n] and gives an embedding φ : Vn → V such that
φ (xn) = u.

5. We construct an isomorphism V ⊕m
n → V , which completes the proof because it shows that V is com-

pletely reducible.5 Let {u1, . . . , um} be a basis of V [n], which produces embeddings φ1, . . . , φn : Vn →
V such that φi (xn) = ui for each i. Now,

⊕
i φi : V

⊕m
n → V will be the required morphism.

We would like to show that
⊕

i φi is an isomorphism. Because dimV = dimV ⊕m
n by (3.3), it is enough

to check that
⊕

i φi is injective. Because each φi commutes with the action of h, it is enough to check
that

⊕
i φi[λ] is injective for each λ ∈ V ⊕m

n [λ] = Vn[λ]
⊕m.

We already have the injectivity for λ = n because {φi (xn)}1≤i≤m is a basis of V [n]. We will reduce
all of our injectivity checks to this one. Well, recall from (3.1) that ρn(h) diagonalizes with eigen-
vectors {−n,−n + 2, . . . , n − 2, n}, so we are really trying to show that

⊕
i φi[n − 2j] is injective for

j ∈ {0, 2, . . . , 2n}. We will induct on j, where we already discussed the case of j = 0. For the inductive
step, take j ∈ {0, . . . , 2n− 2} and note that

Vn[n− 2j − 2]⊕m Vn[n− 2j]⊕m

V [n− 2j − 2] V [n− 2j]

ρn(e)

⊕
i φi

⊕
i φi

ρ(e)

commutes, where the horizontal maps are well-defined by the argument of the previous step. By the
induction, we may assume that the right map has trivial kernel, and (3.1) tells us that the top map is
an isomorphism. Thus, the composite map from the top-left to the bottom-right has trivial kernel, so
the left map must have trivial kernel, as required. ■

3.4 October 7
Today we finish classifying the representations of sl2.

3.4.1 Applications for Representations of sl2(C)
Let’s discuss some applications of Theorems 3.68 and 3.73. To begin, we can upgrade the diagonal action
of Lemma 3.66.

Corollary 3.74. Fix any complex representation ρ : sl2(C) → gl(V ). Then ρ(h) : V → V acts diagonally
with eigenvalues in Z.

Proof. By Theorem 3.73, it is enough to check this for irreducible representations V . By Theorem 3.68, we
see that V ∼= Symn Vstd, where Vstd is the standard representation. Then Lemma 3.61 explains that these
can be realized as polynomial representations, from which the required diagonalization of ρ(h) follows from
its computation on the monomial basis given in (3.1). ■

Corollary 3.75 (Jacobson–Morozov). For any nilpotent operator N : V → V on a finite-dimensional
complex vector space V , there exists a (unique up to isomorphism) structure of sl2(C)-representation
on V such that e 7→ N . More precisely, we have the following.

(a) There exists a representation ρ : sl2(C)→ gl(V ) such that ρ(e) = N .

(b) If ρ1, ρ2 : sl2(C)→ gl(V ) have ρ1(e) = ρ2(e), then ρ1 ∼= ρ2.

5 Because V is assumed to be indecomposable, we actually know that m = 1, but we do not need this to conclude the proof.
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Proof. We will proceed with the claims separately.

(a) By giving V a basis, we may identify it with Cd; using the Jordan normal form, we are able to choose
this basis so that V is the direct sum of Jordan blocks of the form

Jn =


0 1

0 1
. . .

. . .

0 1
0


︸ ︷︷ ︸

n+1

∈ C(n+1)×(n+1).

DecomposingV = V1⊕· · ·⊕Vm so thatN decomposes into these Jordan blocks asN = Jn1⊕· · ·⊕Jnm ,
we see that we may assume that N = Jn for some n: if we can find ρi : sl2(C) → gl(Vi) such that
ρi(e) = Jni

for each i, then ρ := ρ1 ⊕ · · · ⊕ ρm will be a representation ρ : sl2(C) → gl(V ) satisfying
ρ(e) = N .
We are thus reduced to the case where N = Jn for some n ≥ 0; note then that dimV = n + 1, so we
expect to be able to take ρ = ρn. Let {v0, . . . , vn} be the given basis of V , which we will adjust to fit
ρ(e) = Jn. With this in mind, define φ : V → Vn by φ(vq) := q!−1xn−qyq; this sends a basis to a basis,
soφ is an isomorphism of vector spaces. Further, we claim thatφ◦N = ρn(e)◦φ: it is enough to check
this on the basis {v0, . . . , vn}, so we use (3.1) to compute φ(Nv0) = 0 = ρn(e)x

n and

φ(Nvq) = φ(vq−1)

= (q − 1)!−1xn−q+1yq−1

= ρn(e)
(
q!−1xn−qyq

)
= ρn(e)φ(vq)

for q ≥ 1. Thus, we may define ρ : sl2(C) → gl(V ) by ρ(X) := φ−1 ◦ ρn(X) ◦ φ for all X ∈ sl2(C).
Adjusting by conjugating φ makes it so that ρ succeeds by a representation, and we checked that φ ◦
N = ρn(e) ◦ φ, so ρ(e) = N , which is what we wanted.

(b) We proceed directly. We will read the structure of ρ1 and ρ2 directly off of N . Fix some i ∈ {1, 2}. By
using Theorems 3.68 and 3.73, we may decompose

ρi ∼=
⊕
n≥0

ρ
⊕ain
n

for some nonnegative integers ain ≥ 0. We will show that a1m = a2m for eachm ≥ 0, which will complete
the proof by comparing the two decompositions.
For this, we use the dimension of ker ρi(e)m for various m ≥ 0. In particular, (3.1) gives

dimker ρn(e)
m = dim span

{
xn, yxn−1, . . . , xn−m+1ym−1

}
= min{m,n+ 1},

so
dimkerNm = dimker ρi(e)m =

∑
n≥0

dimker
(
(ρn(e)

⊕ain
)m

=
∑
n≥0

ainmax{m,n+ 1}.

We now use this to read off the values of ain: for any m ≥ 1, we see
m−1∑
n=0

ain =
∑
n≥0

ainmax{m+ 1, n+ 1} −
∑
n≥0

ainmax{m,n+ 1} = dimkerNm+1 − dimkerNm,

so

aim =

m∑
n=0

ain −
m−1∑
n=0

ain = dimkerNm+2 − dimkerNm.

Thus, aim is independent of i, so a1m = a2m for all m ≥ 0. ■
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Example 3.76. We may hope that ρ1 = ρ2 on the nose, but this is not true in general. For example, one
can use an inner automorphism of ρ fixing ρ(e) to produce an isomorphic representation ρ′ : sl2(C)→ V
with ρ(e) = ρ′(e). Concretely, take V = C2 and N := [ 0 1

0 0 ]. Then we could define ρ = ρstd and

ρ′(X) :=

[
1 1
0 1

]
ρ(X)

[
1 1
0 1

]−1

so that ρ′(e) = ρ(e) while ρ′(h) ̸= ρ(h).

3.4.2 Character Theory of sl2(C)
By analogy with the representation theory of finite groups, we may want a notion of characters for repre-
sentations of sl2(C). Our classification allows to do this cleanly.

Definition 3.77. Fix a finite-dimensional complex representation ρ : sl2(C)→ V . For any n ∈ Z, let V [n]
be the eigenspace of ρ(h) with eigenvalue n. Then the character of V is the rational polynomial

χρ(T ) :=
∑
n∈Z

dimV [n]Tn.

This is a polynomial in Z
[
T, T−1

]
because only finitely many of the V [n] may be nonzero because dimV

is finite. We will write χV for χρ when no confusion is possible.

Remark 3.78. This definition does not lose any information by merely considering the given V [n]s be-
cause Corollary 3.74 tells us that ρ(h) diagonalizes with integral eigenvalues.

Remark 3.79. To relate this definition with the characters of finite groups, we claim

χV
(
et
) ?
= tr exp(tρ(h)).

Indeed, using Corollary 3.74, we may write ρ(h) = diag(n1, . . . , nd) where {n1, . . . , nd} are integers.
(Technically, we do not need to know that the action is diagonal for the subsequent argument.) Then

tr exp(tρ(h)) = tr exp(diag(tn1, . . . , tnd)) =

d∑
i=1

etn1 =

d∑
i=1

(
et
)ni

.

Grouping the n•s by multiplicity, we conclude that this equals χV (et): note dimV [n] = #{i : ni = n}.

Example 3.80. Using (3.1), we see that n ≥ 0 has

χVn(T ) = T−n + T−n+2 + · · ·+ Tn−2 + Tn =
Tn+1 − T−n−1

T − T−1
.

For example, we see that χVn(T ) is the first of the χns with nonzero coefficient on Tn, so the collection
{χn : n ≥ 0} is C-linearly independent. Explicitly, any nontrivial expression

∑
n≥0 anχVn

(with an = 0

for all but finitely many n) will have some largest N for which aN ̸= 0, but then the monomial aNTN
lives in

∑
n≥0 anχVn , so

∑
n≥0 anχVn ̸= 0.

Here are some easy checks on our characters.
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Lemma 3.81. Fix complex representations ρV : sl2(C)→ gl(V ) and ρW : sl2(C)→ gl(W ).

(a) We have χV⊕W = χV + χW .

(b) We have χV⊗W = χV · χW .

(c) We have χV ∨(T ) = χV
(
T−1

)
.

Proof. These checks are purely formal.
(a) Because ρV⊕W (h) = ρV (h)⊕ ρW (h), we can split up our eigenspaces for n ∈ Z by

(V ⊕W )[n] = V [n]⊕W [n],

so

χV⊕W (T ) =
∑
n∈Z

dim(V ⊕W )[n]Tn

=
∑
n∈Z

dim(V [n]⊕W [n])Tn

=
∑
n∈Z

dimV [n]Tn +
∑
n∈Z

dimW [n]Tn

= χV (T ) + χW (T ).

(b) Let {v1, . . . , vk} and {w1, . . . , wℓ} be eigenbases for the operators ρV (h) : V → V and ρW (h) : W →W
with eigenvalues {λ1, . . . , λk} and {µ1, . . . , µℓ}, respectively. Then {vi ⊗ wj} is a basis for V ⊗W , and
in fact it is an eigenbasis for ρV⊗W (h): note

ρV⊗W (h)(vi ⊗ wj) = ρV (h)vi ⊗ wj + vi ⊗ ρW (h)wj

= λivi ⊗ wj + wi ⊗ µjwj
= (λi + µj)(vi ⊗ wj).

Thus, for any z ∈ C, we see that

dim(V ⊗W )[n] = #{(i, j) : λi + µj = n},

so

χV⊗W (T ) =
∑
n∈Z

dim(V ⊗W )[n]Tn

=
∑
n∈Z

#{(i, j) : λi + µj = n}Tn

=
∑
n∈Z

∑
a+b=z

(dimV [a] dimW [b])Tn

=
∑
a,b∈Z

(dimV [a] dimW [b])T a+b

=

(∑
a∈Z

dimV [a]T a

)(∑
b∈Z

dimV [b]T b

)
= χV (T )χW (T ),

(c) Let {v1, . . . , vk} be an eigenbasis for the operator ρV (h) : V → V with eigenvalues {λ1, . . . , λk}. Then
we claim that the dual basis {v∨1 , . . . , v∨k } is an eigenbasis for ρV ∨(h): for any v∨i and vj , we see

(ρV ∨(h)v∨i ) (vj) = −v∨i (ρV (h)vj)

= −λjv∨i (vj)
= −λj1i=j ,
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so ρV ∨(h)v∨i = −λiv∨i . Thus, gathering multiplicities, we see that dimV [n] = dimV ∨[−n] for any
n ∈ Z, so

χV ∨(T ) =
∑
n∈Z

dimV ∨[n]Tn

=
∑
n∈Z

dimV [−n]Tn

=
∑
n∈Z

dimV [n]
(
T−1

)n
= χV

(
T−1

)
,

as required. ■

Importantly, we can use characters to determine representations.

Proposition 3.82. Fix complex representations ρV : sl2(C) → gl(V ) and ρW : sl2(C) → gl(W ). If χV =
χW , then V ∼=W .

Proof. By Theorems 3.68 and 3.73, we have decompositions

V ∼=
⊕
n≥0

V ⊕an
n and W ∼=

⊕
n≥0

V ⊕bn
n .

We will show that an = bn for all n, which will complete the proof upon comparing the decompositions.
Well, Lemma 3.81 tells us that

0 = χV (T )− χW (T )

=
∑
n≥0

anχVn
(T )−

∑
n≥0

bnχVn(T )

=
∑
n≥0

(an − bn)χVn
(T ).

This relation is enough to imply an = bn for all n by the linear independence given in Example 3.80. ■

Example 3.83. We claim that V ∼= V ∨ for any complex representation ρV : sl2(C) → gl(V ). By Propo-
sition 3.82, we may check this on characters. Using the complete reducibility of Theorem 3.73 with
Lemma 3.81, it is enough to check this for irreducible V (notably, (V ⊕W )∨ ∼= V ∨ ⊕W∨). Thus, Theo-
rem 3.68 lets us assume that V = Vn for some n ≥ 0, so we are left to show that

χVn(T )
?
= χVn

(
T−1

)
by Lemma 3.81. This is true by the explicit computation of Example 3.80.

Example 3.84. We claim that V2 ⊗ V3 ∼= V1 ⊕ V3 ⊕ V5. By Proposition 3.82, it is enough to show an
equality of characters. For this, we use Example 3.80 with Lemma 3.81 to see

χV2⊗V3(T ) =
(
T−2 + 1 + T 2

) (
T−3 + T−1 + T + T 3

)
= T−5 + 2T−3 + 3T−1 + 3T + 2T 3 + T 5

= χV5
(T ) + χV3

(T ) + χV1
(T )

= χV1⊕V3⊕V5
(T ).

Here is the general case of Example 3.84.
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Proposition 3.85 (Clebsch–Gordan rule). Let V1 be the standard representation ρ1 : sl2(C) ⊆ gl2(C),
and define Vn := Symn V1 for each n ≥ 0 so that we have representations ρn : sl2(C)→ gl(Vn). Then

Vm ⊗ Vn ∼=
min{m,n}⊕

i=0

V|m−n|+2i.

Proof. By symmetry, we may assume thatm ≤ n. We generalize the argument of Example 3.84. By Propo-
sition 3.82, it is enough to compare the characters of both sides, for which we use Lemma 3.81 with Exam-
ple 3.80. Now, we compute

χVm⊗Vn
(T ) = χVm

(T )χVn
(T )

=
Tm+1 − T−m−1

T − T−1
· T

n+1 − T−n−1

T − T−1
,

χ⊕m
i=0 Vn−m+2i

(T ) =

m∑
i=0

χVn−m+2i
(T )

=

m∑
i=0

Tn−m+2i+1 − T−(n−m−2i+1)

T − T−1
.

Thus, it remains to show the combinatorial identity

Tm+1 − T−m−1

T − T−1
· T

n+1 − T−n−1

T − T−1

?
=

m∑
i=0

Tn−m+2i+1 − T−(n−m+2i+1)

T − T−1
.

Multiplying both sides by T − T−1, we would like to show that(
Tm+1 − T−m−1

) (
Tn+1 − T−n−1

)
T − T−1

?
=

m∑
i=0

(
Tn−m+2i+1 − T−(n−m+2i+1)

)
.

Well,
m∑
i=0

T±(n−m+2i+1) =
T±(n+m+2+1) − T±(n−m+1)

T±2 − 1
,

so
m∑
i=0

(
Tn−m+2i+1 − T−(n−m+2i+1)

)
=
T (n+m+2+1) − T (n−m+1)

T 2 − 1
− T−(n+m+2+1) − T−(n−m+1)

T−2 − 1

=
Tn+m+2 − Tn−m

T − T−1
− T−n−m−2 − T−n+m

T−1 − T

=
Tn+m+2 − Tn−m − T−n+m + T−n−m−2

T − T−1

=

(
Tm+1 − T−m−1

) (
Tn+1 − T−n−1

)
T − T−1

,

as desired. ■

3.4.3 Dual Representations of sl2(C)
Example 3.83 showed that Vn ∼= V ∨

n for each n ≥ 0. We would like to be able to provide an explicit such
map. Well, recalling Lemma 3.52, we see that we would like to give an invariant bilinear inner product. Here
is the result.
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Proposition 3.86. Let V1 be the standard representation ρ1 : sl2(C) ⊆ gl2(C), and define Vn := Symn V1
for each n ≥ 0 so that we have representations ρn : sl2(C)→ gl(Vn). Then Vn admits an sl2(C)-invariant
inner product ⟨−,−⟩which is symmetric when n is even and skew-symmetric when n is odd.

Proof. We begin by defining the bilinear form. Set V := Vstd for brevity. Now, for any n ≥ 0, we define
⟨−,−⟩ : Vn × Vn → C on by

〈
(v1, . . . , vn), (w1, . . . , wn)

〉
:=

n∏
i=1

det

 | |
vi wi
| |

 .
Because determinants (and products of determinants) are multilinear, we see that this produces a multilin-
ear map V ⊗n ⊗ V ⊗n → C. Thus, we have produced a bilinear form. We now run checks in sequence.

1. Note that this bilinear form on V ⊗n is SL2(C)-invariant, which implies that it will be sl2(C)-invariant
upon passing to the differential representation by Lemma 3.50. Well, for any g ∈ SL2(C), it is enough
to check the invariance on pure tensors by the ambient bilinearity, so we compute

〈
g(v1 ⊗ · · · ⊗ vn), g(w1 ⊗ · · · ⊗ wn)

〉
=
〈
(gv1 ⊗ · · · ⊗ gvn), (gw1 ⊗ · · · ⊗ gwn)

〉
=

n∏
i=1

det

 | |
gvi gwi
| |


=

n∏
i=1

det g

 | |
vi wi
| |


= (det g︸︷︷︸

1

)n
n∏
i=1

 | |
vi wi
| |


=
〈
g(v1 ⊗ · · · ⊗ vn), g(w1 ⊗ · · · ⊗ wn)

〉
=
〈
(v1 ⊗ · · · ⊗ vn), (w1 ⊗ · · · ⊗ wn)

〉
,

as required.

2. We now restrict ⟨−,−⟩ to the subrepresentation Symn V ⊆ V ⊗n. As such, we see that

⟨v1 · · · vn, w1 · · ·wn⟩ =
1

(n!)2

∑
σ,τ∈Sn

n∏
i=1

det

 | |
vσi wτi
| |


=

1

n!

∑
σ∈Sn

n∏
i=1

det

 | |
vσi wi
| |


by rearranging. Before doing the non-degeneracy check, we verify that ⟨−,−⟩ is symmetric when n is
even and skew-symmetric when n is odd. This condition is linear in all the coordinates, so it is enough
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to check the (skew-)symmetry on the spanning set of tensors of the form v1 · · · vn. Well,

⟨v1 · · · vn, w1 · · ·wn⟩ =
1

n!

∑
σ∈Sn

n∏
i=1

det

 | |
vσi wi
| |


=

1

n!

∑
σ∈Sn

n∏
i=1

−det

 | |
wσi vi
| |


= (−1)n 1

n!

∑
σ∈Sn

n∏
i=1

det

 | |
wi vσi
| |


= (−1)n⟨v1 · · · vn, w1 · · ·wn⟩,

as required.

3. We now check that ⟨−,−⟩ is non-degenerate. We will do this by computing it on a basis. Let V have
basis {vx, vy}, and then we note that Symn V has basis {vpxvqy}p+q=n. For bookkeeping reasons, for
each pair (p, q), define the function vpq : {1, . . . , n} → V by

vpq(i) :=

{
vx if i ≤ p,
vy if i > p.

In particular, vpxvqy = vpq(1) · · · vpq(n). We now choose two basis vectors vpxvqy and vp′x vq
′

y and compute〈
vpxv

q
y, v

p′

x v
q′

y

〉
= ⟨vpq(1) · · · vpq(n), vp′q′(1) · · · vp′q′(n)⟩

=
1

n!

∑
σ∈Sn

n∏
i=1

det

 | |
vpq(σi) vp′q′(i)
| |


=

1

n!

∑
σ∈Sn

p′∏
i=1

det

 | |
vpq(σi) vx
| |

 n∏
i=p′+1

det

 | |
vpq(σi) vy
| |



Now, the only way for a product of these determinants to not vanish is to have vpq(σi) = vy for i ≤ p′

and vpq(σi) = vx for i > p′. In particular, by counting the number of vxs and vys, we see that all terms
of the sum vanish unless (p, q) = (q′, p′). In the case where (p, q) = (q′, p′), we have

〈
vpxv

q
y, v

q
xv
p
y

〉
=

1

n!

∑
σ∈Sn

q∏
i=1

det

 | |
vpq(σi) vx
| |

 n∏
i=q+1

det

 | |
vpq(σi) vy
| |

 ,
so we see that each nonzero term will evaluate to (−1)q, and the number of nonzero terms is the num-
ber of σ ∈ Sn such that σ carries {1, . . . , q} to {p+1, . . . , n}. There are p!q! total such permutations, so
we conclude that 〈

vpxv
q
y, v

q
xv
p
y

〉
= (−1)q p!q!

n!
̸= 0.

Thus, we see that the matrix given by the bilinear form on the basis
{
vpxv

q
y

}
p+q=n

is anti-diagonal with
all nonzero anti-diagonal entries, so it is invertible. Thus, the relevant bilinear form is non-degen-
erate. ■

3.4.4 The Universal Enveloping Algebra
We have shown that the category RepC g is abelian for any Lie algebra g, so we may expect to be able to
realize this category as a category of modules over some (possibly non-commutative) ring. This is the role
of the universal enveloping algebra.

To start, we begin with a universal algebra which does not remember the Lie bracket.
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Definition 3.87 (universal tensor algebra). Fix a vector space g over a field F . Then the universal tensor
algebra is the vector space

Tg :=

∞⊕
k=0

g⊗k.

We turnTg into anF -algebra by defining multiplicationTg⊗F Tg→ Tgon the components g⊗k⊗g⊗ℓ →
g⊗(k+ℓ) by the natural “concatenation” isomorphism. We will let ιg : g→ Tg denote the canonical map.

Remark 3.88. We won’t bother to check that Tg is in fact an associative F -algebra, but we do note that
the multiplication is F -linear automatically by the construction.

Example 3.89. Fix a basis {X1, . . . , Xn} of some g. Then Tg is (by its definition) the free (non-commu-
tative!) polynomial algebra F ⟨X1, . . . , Xn⟩.

Quickly, we note that this construction is functorial.

Lemma 3.90. Fix a field F . The universal tensor algebra defines a functor Vec(F )→ Alg(F ).

Proof. To begin, note that a linear map f : g → h of F -vector spaces induces an F -algebra map Tf : Tg →
Th. Namely, note there is certainly an F -linear map f : g⊗k → h⊗k on the components of Tg by functoriality
of the tensor product (more precisely, note that the map gk → h⊗k given by (v1, . . . , vk) 7→ f(v1)⊗· · ·⊗f(vk)
ifF -multilinear), so we get a linear mapTf : Tg→ Th. Then we check thatTf is an algebra map: it is enough
to check the vanishing on a spanning subset of Tg, for which we see that pure tensors span by the definition
of Tg, so it is enough to compute

Tf((v1 ⊗ · · · ⊗ vk) · (w1 ⊗ · · · ⊗ wℓ)) = f(v1)⊗ · · · ⊗ f(vk)⊗ f(w1)⊗ · · · ⊗ f(wℓ)
= Tf(v1 ⊗ · · · ⊗ vk ⊗ w1 ⊗ · · · ⊗ wℓ).

Quickly, we note that Tf is in fact the unique map making the diagram

g h

Tg Th

f

ιg ιh

Tf

commute. Above we checked that Tf is a well-defined algebra morphism, and its definition gives Tf(ιgv) =
ι−hf(v), so the diagram commutes. For the uniqueness, note that any algebra morphism Tf is determined
by a spanning subset of Tg, for which we can take the pure tensors; however, being an algebra morphism
then requires that

Tf(v1 ⊗ · · · ⊗ vk) = f(v1)⊗ · · · ⊗ f(vk)

on pure tensors, fully determining Tf .
It remains to run some functoriality checks.

• Identity: the diagram

g g

Tg Tg

idg

ιg ιg

idTg

commutes, so the uniqueness of T idg requires T idg = idTg.
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• Associativity: for morphisms f : g→ h and g : h→ k, we see that the diagram

g h k

Tg Th T k

f

ιg

g

ιh ιk

Tf Tg

commutes, so the uniqueness of T (g ◦ f) forces T (g ◦ f) = Tg ◦ Tf . ■

Here is the universal property.

Lemma 3.91. Fix a vector space g over a field F , and let ι : g→ Tg be the natural map.

(a) For any F -algebra A, restriction provides a natural bijection

HomAlg(F )(Tg, A)→ HomF (g, A).

(b) The category ModF (Tg) is equivalent to the category ModF (g), where a g-module is an F -vector
space V with a morphism g → gl(V ). The functor ModF (Tg) → ModF (g) sends algebra mor-
phisms φ : Tg→ gl(V ) to linear morphisms (φ ◦ ι) : g→ gl(V ).

Proof. We run our checks separately.

(a) Of course, one can restrict an F -algebra morphism Tg → A to a morphism g → A via the inclusion
ι : g ⊆ Tg. Here are our checks on this construction.

• Linear: given a1, a2 ∈ F and φ1, φ2 : Tg→ A, we see that

(a1φ1 + a2φ2) ◦ ι = a1(φ ◦ ι) + a2(φ ◦ ι)

because all maps in sight are linear.
• Injective: it is enough to show that we have trivial kernel, so suppose thatφ : Tg→ Ahasφ◦ι = 0,

and we want to check that φ = 0. Well, Tg is spanned by its components g⊗k, so it is enough to
check that φ|g⊗k . Further, g⊗k is spanned by pure tensors, so it is enough to check that the linear
map φ vanishes on pure tensors in g⊗k. Well, any pure tensor looks like v1 ⊗ · · · ⊗ vk for some
vectors v1, . . . , vk ∈ g, for which we note

φ(v1 ⊗ · · · ⊗ vk) = φ(v1) · · ·φ(vk) = 0 · · · 0 = 0.

• Surjective: given any linear map ψ : g→ A, we must extend it to an algebra map φ : Tg→ A. We
begin by defining the linear map φ, and then we will show that it is actually a map of F -algebras.
Well, it is enough to define φ on each of the components g⊗k and then take the direct sum; thus,
we need to define an F -multilinear map φ : gk → A, for which we take

φ(v1, . . . , vk) := ψ(v1) · · ·ψ(vk).

Because A is an F -algebra, this map is in fact F -multilinear, so we descend to a linear map
φ : g⊗k → A, which we can then sum together to produce an F -linear map φ : Tg→ A.
It remains to check thatφ is actually multiplicative. Well, the condition thatφ(x)φ(y)−φ(xy) = 0
for all x, y ∈ Tg is equivalent to the vanishing of the corresponding bilinear functional Tg×Tg→
A. Thus, we are checking if some linear functional Tg⊗F Tg → A vanishes, which we can check
on a spanning subset of Tg ⊗F Tg. Well, we see that Tg is spanned by pure tensors of the form
(v1 ⊗ · · · ⊗ vk), so it suffices to compute that

φ(v1⊗· · ·⊗vk)φ(w1⊗· · ·⊗wℓ) = ψ(v1) · · ·ψ(vk)ψ(w1) · · ·ψ(wℓ) = φ((v1⊗· · ·⊗vk)·(w1⊗· · ·⊗wℓ)),

as required.
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• Natural inA: we claim that the given morphism is natural inA. Indeed, we note that anyF -algebra
map f : A→ B makes the diagram

HomAlg(F )(Tg, A) HomF (g, A) φ (φ ◦ ι)

HomAlg(F )(Tg, B) HomF (g, B) (f ◦ φ) (f ◦ φ ◦ ι)

ι

f f

ι

commute.
• Natural in g: we claim that the given morphism is natural in g. Indeed, for any linear map f : g→ h,

we note that the diagram

HomAlg(F )(Tg, A) HomF (g, A) φ ◦ Tf φ ◦ (Tf ◦ ιg)

HomAlg(F )(Th, A) HomF (h, A) φ φ ◦ ιh

ιg

Tf

ιh

f

commutes because ιh ◦ f = ιg ◦ Tf .

(b) Here are the checks on this functor. Throughout,V andW denoteF -vector spaces with structure mor-
phisms φV : Tg→ gl(V ) and φW : Tg→ gl(W ) if they are in ModF (Tg) and with structure morphisms
ψV : g→ gl(V ) and ψW : g→ gl(W ) if they are in ModF (g).

• Functorial: if f : V → W is a map in ModF (Tg), we claim that this is also a map in ModF (g).
Indeed, we are being given that

f ◦ φV (X) = φW (X) ◦ f

for any X ∈ Tg. Restricting our attention to X ∈ g, we see that

f ◦ (φV ◦ ι)(X) = (φW ◦ ι)(X) ◦ f

for any X ∈ g, so we are done.
Because the induced maps

HomTg(V,W )→ Homg(V,W )

are just inclusion maps, we see that our mapping is automatically functorial and faithful.
• Full: given V,W ∈ ModTg(A), we need to show that any morphism f : V → W preserved by g is

fully preserved by Tg. Explicitly, we are given that

f ◦ φV (X) = φW (X) ◦ f

for any X ∈ g, which we would like to extend to all Tg. However, the condition that f ◦ φV (v) =
φW (v) ◦ f for all v is linear in v ∈ Tg, so we may check it on a spanning set. Pure tensors span Tg,
so we may assume that v = v1 ⊗ · · · ⊗ vk for some v1, . . . , vk ∈ g, for which we note that

f ◦ φV (v1 ⊗ · · · ⊗ vk) = f ◦ φV (v1) ◦ · · · ◦ φV (vk)
∗
= φW (v1) ◦ · · · ◦ φW (vk) ◦ f
= φ(v1 ⊗ · · · ⊗ vk) ◦ f,

where ∗
= holds by applying the hypothesis inductively.

• Essentially surjective: given any linear map ψ : g→ gl(V ), we need to extend it to an algebra map
φ : Tg→ gl(V ). This is the content of (a). ■

We now take a quotient to remember the Lie bracket.
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Definition 3.92 (universal enveloping algebra). Fix a Lie algebra g over a fieldF . We define the universal
enveloping algebra Ug as the quotient of Tg by the two-sided ideal Lg generated by the elements

{X ⊗ Y − Y ⊗X − [X,Y ] : X,Y ∈ g}.

We continue to denote the natural linear map g → Ug by ιg, though we frequently omit writing this
morphism for brevity (and will as such treat elements of g as already living in Ug).

Remark 3.93. Technically speaking, the construction of Ug did not require that [−,−] be a Lie bracket.
In particular, one can imagine constructing a version ofUg for any bilinear form [−,−] on a vector space
g by taking the quotient of Tg by the two-sided ideal generated by

{X ⊗ Y − Y ⊗X − [X,Y ] : X,Y ∈ g}.

As before, we quickly note that this construction is functorial.

Lemma 3.94. Fix a field F . The universal enveloping algebra defines a functor LieAlg(F )→ Alg(F ).

Proof. We begin by defining U on morphisms. We claim that there is a unique morphism Uf making the
diagram

g h

Ug Uh

f

ιg ιh

Uf

commute. For the uniqueness, we note that the required morphism, being a morphism of algebras, will be
defined on a generating subset of Ug. The subset g ⊆ Tg generates, and Tg ↠ Ug surjects, so it is enough
to define Uf on g. But the diagram dictates Uf(ιgX) = ιhf(X), so Uf is uniquely determined.

For existence, we note that we already have a morphism Tf : Tg→ Th of algebras, which we would like
to descend to a quotient morphismUf : Ug→ Uh. For this, it is enough to check thatTf(Lg) ⊆ Lh. Because
Tf is an algebra morphism, it is enough to check the inclusion on generators of Lg, for which we note that
the elements X ⊗ Y − Y ⊗X − [X,Y ] generate, so we compute

Tf(X ⊗ Y − Y ⊗X − [X,Y ]) = f(X)⊗ f(Y )− f(Y )⊗ f(X)− f([X,Y ])

= f(X)⊗ f(Y )− f(Y )⊗ f(X)− [f(X), f(Y )]

is a generating element ofLh, so we are done. We now note that the functoriality checks forUg are identical
to the functoriality checks for Tg done at the end of the proof of Lemma 3.90. ■

Here is the universal property.

Lemma 3.95. Fix a Lie algebra g over a field F , and let ι : g→ Ug be the natural map.

(a) For any F -algebra A, restriction provides a natural bijection

HomAlg(F )(Ug, A)→ HomLieAlg(F)(g, A).

(b) The category ModF (Ug) is equivalent to the category ModF (g).

Proof. We run our checks separately.
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(a) We begin by checking that the given map is well-defined. Namely, if φ : Ug → A is a morphism of
algebras, then (φ ◦ ιg) : g→ A is a morphism of Lie algebras. Well, for any X,Y ∈ g, we compute

(φ ◦ ιg)([X,Y ]) = φ(ιg[X,Y ])
∗
= φ(X ⊗ Y − Y ⊗X)

= φ(X)φ(Y )− φ(Y )φ(X),

where the key step is ∗
= where we used the construction of Ug.

The linearity, injectivity, and naturality checks are now all exactly the same as in Lemma 3.91 (merely
replaceT withU throughout), so it only remains to check surjectivity. Namely, given a Lie algebra mor-
phism ψ : g→ A, we must extend it to an algebra map φ : Ug→ A. Well, Lemma 3.91 provides some
algebra map φ : Tg → A, which we would like to show descends to the quotient to give a morphism
φ : Ug→ A. To descend to the quotient, we want to check that Lg ⊆ kerφ, for which we note that it is
really enough to show that a generating subset of Lg is contained in kerφ. For this, we compute

φ(X ⊗ Y − Y ⊗X − [X,Y ]) = φ(X)φ(Y )− φ(Y )φ(X)− φ([X,Y ])

vanishes because φ : g→ A is a morphism of Lie algebras.

(b) The exact same proof as in Lemma 3.91 goes through after replacing T with U throughout. ■

In order to actually compute Ug, one can fix a basis {X1, . . . , Xn} of g and then note that Tg will be the free
polynomial ring in these variables, so we can take a quotient to recover Ug.

Example 3.96. If g is any vector space, we can upgrade g to a Lie algebra with an abelian Lie bracket
(namely, [X,Y ] = 0 for all X,Y ∈ g). Giving g the usual basis, we get the polynomial ring

Sg := Ug =
Tg

(Xi ⊗Xj −Xj ⊗Xi : 1 ≤ i, j ≤ n)
= F [X1, . . . , Xn].

Even if g is a Lie algebra, we can forget about its Lie bracket and replace it with the abelian Lie bracket
to produce a commutative F -algebra Sg.

Example 3.97. We see that

U(sl2(C)) =
C⟨e, f, h⟩

(ef − fe− h, he− eh− 2e, hf − fh+ 2f)
.

3.4.5 The Adjoint Action
We close this initial discussion of Ug by noting that Ug has an adjoint action.

Lemma 3.98. Fix a Lie algebra g over a field F . For Ag ∈ {Tg, Ug, Sg}, there are unique Lie algebra
morphisms ad• : g→ gl(Ag) (with infinite-dimensional target!) satisfying the following.

• adX(ιgY ) = ιg([X,Y ]) for all X,Y ∈ g.

• Leibniz rule: adX(ab) = (adX a)b+ a(adX b).

For Ug, we have adX(a) = (ιgX)a− a(ιgX).

Proof. Throughout, we write Ag to denote either Ug or Sg when the proof works for both. We begin by
checking the uniqueness of ad•. This means that we must define adX : Ag→ Ag for each X ∈ g. For this, it
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is enough to show that the definition of adX is determined by a spanning subset of Ug. Well, the surjection
Tg ↠ Ag tells us that pure tensors Y1⊗· · ·⊗Yk spanAg because they spanAg. We claim that the definition
of adX is uniquely defined on these pure tensors from the given rules for each k, which we prove by induction
on k. For k = 0, there is nothing to do because adX(0) = 0. For the inductive step, we note that the Leibniz
rule requires

adX(Y1 ⊗ · · · ⊗ Yk ⊗ Yk+1) = adX(Y1 ⊗ · · · ⊗ Yk)ιgYk+1 + (Y1 ⊗ · · · ⊗ Yk)ιg adX(Yk+1),

and the right-hand side is uniquely determined by the inductive hypothesis.

It remains to show that there exists a Lie algebra morphism ad• : g→ gl(Ag) satisfying the given proper-
ties. Well, we begin by defining the map on the level of Tg. To merely define the map, it is enough to define
it on the components g⊗k, so we need an F -multillinear map gk → g⊗k, for which we take motivation from
the Leibniz rule to write

adX(Y1, . . . , Yk) :=

k∑
i=1

Y1 ⊗ · · · ⊗ [X,Yi]⊗ · · · ⊗Xk

for any Y1, . . . , Yk ∈ g. This map is of course F -multilinear because the tensor product and Lie bracket are
both multilinear, so we have induced a map g⊗k → g⊗k, which then sums to a map adX : Tg→ Tg. Here are
some checks on this action.

• We note that adX : Tg→ Tg is F -linear by its construction.

• For any Y ∈ g, we note that adX Y = [X,Y ] by construction.

• Leibniz rule: we claim that adX(ab) = (adX a)b+a(adX b) for anyX ∈ g anda, b ∈ Tg. This corresponds
to an equality ofF -bilinear mapsTg×Tg→ Tg, so the equality can be checked on a spanning subset of
Tg⊗F Tg. For this, we note that Tg has a spanning subset of pure tensors, so it is enough to compute

adX((Y1 ⊗ · · · ⊗ Yk)(Z1 ⊗ · · · ⊗ Zℓ)) = adX((Y1 ⊗ · · · ⊗ Yk)⊗ (Z1 ⊗ · · · ⊗ Zℓ))

=

k∑
i=1

(Y1 ⊗ · · · ⊗ [X,Yi]⊗ · · · ⊗ Yk)⊗ (Z1 ⊗ · · · ⊗ Zℓ)

+

ℓ∑
j=1

(Y1 ⊗ · · · ⊗ Yk)⊗ (Z1 ⊗ · · · ⊗ [X,Zj ]⊗ · · · ⊗ Zℓ)

= adX(Y1 ⊗ · · · ⊗ Yk)(Z1 ⊗ · · · ⊗ Zℓ)
+ (Y1 ⊗ · · · ⊗ Yk) adX(Z1 ⊗ · · · ⊗ Zℓ),

as required.

• Lie algebra morphism: we claim that ad[X,Y ] = adX ◦ adY − adY ◦ adX . This corresponds to equality
of morphisms Tg → Tg, so we can check it on a spanning subset of Tg, for which we use the pure
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tensors. As such, we compute

(adX ◦ adY − adY ◦ adX)(Z1 ⊗ · · · ⊗ Zk)
= adX adY (Z1 ⊗ · · · ⊗ Zk)− adY adX(Z1 ⊗ · · · ⊗ Zk)

=

k∑
i=1

adX(Z1 ⊗ · · · ⊗ [Y,Zi]⊗ · · · ⊗ Zk)

−
k∑
j=1

adY (Z1 ⊗ · · · ⊗ [X,Zi]⊗ · · · ⊗ Zk)

=

k∑
i=1

(Z1 ⊗ · · · ⊗ [X, [Y,Zi]]⊗ · · · ⊗ Zk)

+

k∑
1≤i,j≤k
i ̸=j

(Z1 ⊗ · · · ⊗ [Y,Zi]⊗ · · · ⊗ [X,Zj ]⊗ · · · ⊗ Zk)

−
k∑
j=1

(Z1 ⊗ · · · ⊗ [Y, [X,Zi]]⊗ · · · ⊗ Zk)

−
k∑

1≤i,j≤k
i ̸=j

(Z1 ⊗ · · · ⊗ [Y,Zi]⊗ · · · ⊗ [X,Zj ]⊗ · · · ⊗ Zk)

=

k∑
i=1

(Z1 ⊗ · · · ⊗ ([X, [Y, Zi]]− [Y, [X,Zi]])⊗ · · · ⊗ Zk)

∗
=

k∑
i=1

(Z1 ⊗ · · · ⊗ [[X,Y ], Zi]⊗ · · · ⊗ Zk)

= ad[X,Y ](Z1 ⊗ · · · ⊗ Zk),

where we have used the Jacobi identity at ∗
=.

We now descend this definition of adX to a map Ag → Ag for Ag ∈ {Ug, Sg}. Let I be the kernel of the
natural projection Tg → Ag, and we want to check that adX(I) ⊆ I. Note that it suffices to check this on
generators of I: if J ⊆ I is the subspace such that adX(a) ⊆ I for each a ∈ J , we claim that J is an ideal.
Indeed, we note that J is certainly a linear subspace (it is the pre-image of a subspace under a linear map),
and for any a ∈ Tg and b ∈ J , we see that ab ∈ I and

adX(ab) = adX(a)b+ a adX(b)︸ ︷︷ ︸
∈I

∈ I,

so J is closed under multiplication by Tg. Thus, to check that J = I, it is enough to check that J contains the
generators of I.

• In the case where Ag = Sg, we see that the elements Y ⊗ Z − Z ⊗ Y generate I, so we compute that

adX(Y ⊗ Z − Z ⊗ Y ) = ([X,Y ]⊗ Z + Y ⊗ [X,Z])− ([X,Z]⊗ Y − Z ⊗ [X,Y ])

= ([X,Y ]⊗ Z − Z ⊗ [X,Y ]) + (Y ⊗ [X,Z]− [X,Z]⊗ Y )

lives in I.

• In the case whereAg = Ug, we see that the elements Y ⊗Z−Z⊗Y − [Y,Z] generate I, so we compute
that

adX(Y ⊗ Z − Z ⊗ Y − [Y, Z]) = Y ⊗ [X,Z] + [X,Y ]⊗ Z − [X,Z]⊗ Y − Z ⊗ [X,Y ]− [X, [Y,Z]]

= (Y ⊗ [X,Z]− [X,Z]⊗ Y − [Y, [X,Z]])

+ ([X,Y ]⊗ Z − Z ⊗ [X,Y ]− [[X,Y ], Z]),
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Now, the checks that ad• : g → gl(Ag) is a Lie algebra morphism satisfying the required properties follow
because adX : Ag → Ag is a quotient of the map adX : Tg → Tg. In particular, all the checks we needed to
do amounted to checking some equalities of functions from some tensor power of Tg to Tg, and these maps
all quotient appropriately down to Ag.

Lastly, we must check that adX(a) = Xa − aX in the case where Ag = Ug. As usual, we note that we
are checking the equality of some linear maps Y g → Ug, so it is enough to check this on a spanning subset
of Ug, for which we use the pure tensors: we compute

adX(Y1 · · ·Yk) =
k∑
i=1

(Y1 · · · [X,Yi] · · ·Yk)

=

k∑
i=1

(Y1 · · ·Yi−1XYiY i+ 1 · · ·Yk − Y1 · · ·Yi−1YiXY i+ 1 · · ·Yk)

= X(Y1 · · ·Yk)− (Y1 · · ·Yk)X,

where the last equality uses the observation that the given sum telescopes. ■

3.5 October 9

Today we continue discussing the universal enveloping algebra.

3.5.1 Gradings and Filtrations

We would like to “temper” the infinite-dimensional representation ad• g → gl(Ug) given by Lemma 3.98.
For Tg, one has a grading.

Definition 3.99 (graded algebra). Fix a field F . A grading on an F -algebra A is a decomposition A =⊕∞
i=0Ai where each A• ⊆ A is a subspace, and

Ai ·Aj ⊆ Ai+j

for all i, j ≥ 0. An F -algebra equipped with a grading is a graded algebra. An element of some Ai is
homogeneous.

Example 3.100. Any F -algebra A has a trivial grading given by A0 = A and Ai = 0 for all i > 0. Indeed,
Ai · Aj ⊆ Ai+j has AiAj = 0 unless i = j = 0, in which case we see that the inclusion reads A0A0 =
A = A0.

Example 3.101. Fix a vector space g. Then the universal tensor algebra Tg is graded by Tg =
⊕

i≥0 g
⊗i.

Indeed, g⊗i ⊆ Tg has
g⊗i · g⊗j → g⊗(i+j)

for all i, j ≥ 0 by definition of our multiplication.

Gradings sometimes descend quotients.
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Lemma 3.102. Fix a graded F -algebra A =
⊕∞

i=0Ai. If I ⊆ A is a two-sided ideal generated by homo-
geneous elements, then we have a decomposition

A

I
=

∞⊕
i=0

Ai
I ∩Ai

making A/I into a graded F -algebra.

Proof. Note that we have mapsAi ⊆ A↠ A/I with kernel I∩Ai, so we induce injectionsAi/(I∩Ai) ↪→ A/I.
Summing over all i, we get an F -linear map

∞⊕
i=0

Ai
I ∩Ai

→ A

I
.

We claim that this map is an isomorphism of F -vector spaces providing the required grading. Here are our
checks.

• Surjective: note that any a + I ∈ A/I can decompose a =
∑∞
i=0 ai where ai ∈ Ai for each i, so

(ai + (I ∩Ai))i maps to
∑
i(ai + I) = a+ I.

• Injective: suppose that (ai + (I ∩Ai))i maps to 0 in A/I. Namely, we see that
∞∑
i=0

ai ∈ I,

which we must prove implies ai ∈ I for each i. It suffices to show that

I
?
=

{ ∞∑
i=0

ai ∈ A : ai ∈ (I ∩Ai) for all i

}
.

Let the right-hand side be J . Certainly, J ⊆ I: note ai ∈ I for each i implies that
∑∞
i=0 ai ∈ I because

I is an ideal. To show I ⊆ J , we use the hypothesis that I is generated by homogeneous elements.6

In other words, I is generated by the subsets {I ∩Ai}∞i=0, which are all contained in J , so we will know
that I ⊆ J as soon as we check that J is actually a two-sided ideal.
Well, the construction of J implies that J is certainly an F -subspace, so it remains to do the ideal
checks. By symmetry, it will be enough to just check that J is a left ideal. Thus, we want to check that
AJ ⊆ J . By linearity of this condition (and because J is already an F -subspace), it is enough to merely
check this on a spanning subset of A, for which we take the homogeneous elements. Namely, it is
enough to check that AiJ ⊆ J for each i, so pick up some bj ∈ Aj and

∑
i ai ∈ J , and we see

bj ·
∞∑
i=0

ai =

∞∑
i=0

bjai.

Now, bjai ∈ Ai+j by the grading, and bjai ∈ I because I is an ideal, so we see bj ·
∑∞
i=0 ai ∈ J follows.

• Grading: we claim that Ai

I∩Ai
· Aj

I∩Aj
⊆ Ai+j

I∩Ai+j
. Well, for any ai + (I ∩Ai) and aj + (I ∩Aj), we see that

the product has (aiaj + I) ∈ A/I, which comes from aiaJ + (I ∩Ai+j) = Ai+j/(I ∩Ai+j). ■

Example 3.103. Let g be an F -vector space. Then Sg is the quotient of Tg by the ideal generated by the
homogeneous elements X ⊗ Y − Y ⊗X, so Lemma 3.102 tells us that the grading on Tg descends to
a grading on Sg.

6 This is the only place where we need this hypothesis, which explains why this check must be somewhat difficult.
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However, the gradingTgneed not descend to the quotientUg. For example, givenX,Y ∈ gwhich we expect
to degree 1, we have

XY − Y X = [X,Y ],

but the left-hand side is expected to live in degree 2 while the right-hand side is expected to live in degree
1. Of course, if g is abelian, then everything here vanishes, so this is okay, but in general, there is no reason
to believe that this would be okay.

Thus, we want a version of grading which descends along quotients, which leads to the following no-
tion.

Definition 3.104 (filtered algebra). Fix a field F . A filtration on an F -algebraA is a sequence of ascend-
ing F -subspaces

0 = F−1A ⊆ F0A ⊆ F1A ⊆ · · · ⊆ Fn−1A ⊆ FnA ⊆ Fn+1A ⊆ · · ·

such that A =
⋃
i≥0 FiA, and FiA · FjA→ Fi+jA for all i, j ≥ 0.

Here’s a sanity check.

Lemma 3.105. Fix a graded F -algebra A =
⊕∞

i=0Ai. Then

FjA :=

j⊕
i=0

Ai

provides a filtration of A.

Proof. Here are our checks.

• Certainly each FjA is an F -subspace.

• The construction implies FjA ⊆ FjA⊕Aj+1 = Fj+1A for each j.

• Note
⋃
j≥9 FjA =

⊕
i≥0Ai = A. Explicitly, any a ∈ A can be decomposed into a =

⋃
i≥0 ai with

ai ∈ Ai for each i; but then there is the largest n for which an ̸= 0, and we see a ∈
⊕n

i=0 ai = FnA.

• We check that FiA · FjA ⊆ Fi+jA. Everything here is linear, so is enough to check this on spanning
subsets ofFiA andFjA, for which we use the homogeneous elements. Well, choose some ak ∈ Ak ⊆
FiA and aℓ ∈ Aℓ ⊆ FjAwhere k ≤ i and ℓ ≤ j. Then the product akaℓ lives inAk+ℓ, which is contained
in Fi+jA because k + ℓ ≤ i+ j. ■

The up-shot of filtrations is that they do descend to quotients.

Lemma 3.106. Fix a filtered F -algebra A with filtration {FiA}∞i=0. If I ⊆ I is any two-sided ideal, then
A/I is a filtered F -algebra with filtration {

FiA
I ∩ FiA

}∞

i=0

.

Proof. Here are our checks.

• Well-defined: note that the inclusionsFiA ⊆ A turn into inclusions FiA
I∩FiA

⊆ A
I because I ∩FiA is the

kernel of the composite FiA ⊆ A↠ A/I.

109



3.5. OCTOBER 9 261A: LIE GROUPS

• Covers: we claim that
∞⋃
i=0

FiA
I ∩ FiA

=
A

I
.

Well, any a+ I has a ∈ FiA for some i, so a+ I is in the image of a+ (I ∩ FiA) ∈ FiA
I∩FiA

.

• Filtration: for any i and j, we must check that FiA
I∩FiA

· FjA
I∩FjA

→ Fi+jA
I∩Fi+jA

. Well, for any ai + (I ∩ FiA)
and aj + (I ∩ FjA) where ai ∈ FiA and aj ∈ FjA, we see that aiaj ∈ Fi+jA, so the product

(ai + (I ∩ FiA)) · (aj + (I ∩ FjA))

is (aiaj + I) ∈ A/I, which comes from (aiaj + (I ∩ Fi+jA)), as needed. ■

Example 3.107. The grading onTg of Example 3.101 produces a filtration via Lemma 3.105, which then
descends to the quotientUg via Lemma 3.106. We will denote the induced filtration by {FiUg}∞i=0. No-
tably, looking at the induced quotient filtration of Lemma 3.106, we see that FiUg is simply the image
of FiTg in Ug. (This formally follows from the well-definedness check in Lemma 3.106.) Importantly,
each graded component of Tg is finite-dimensional, soFiTg is finite-dimensional, so its imageFiUg is
also finite-dimensional.

Here is a concrete consequence of the intuition that the filtration “tempers” Ug.

Lemma 3.108. Fix a Lie algebra g over a field F . For Ag ∈ {Tg, Ug, Sg}, the adjoint action descends to
a Lie algebra morphism ad• : g→ gl(FiAg) for each i.

Proof. The main point is to check that adX : Ag → Ag restricts to adX : FiAg → FiAg for each i ≥ 0 and
X ∈ g. Well, it suffices to check this on a spanning subset of FiAg, for which we use pure tensors of length
less than or equal to i. Namely, for any Y1 · · ·Yj ∈ Ag for Y1, . . . , Yj ∈ g, we see that

adX(Y1 · · ·Yj) =
j∑

k=1

Y1 · · ·Yk−1[X,Yk]Yk+1 · · ·Yj

by definition of ad• (or alternatively by repeated application of the product rule). Now, we see that the sum-
mand Y1 · · ·Yk−1[X,Yk]Yk+1 · · ·Yj lives in the image of g⊗j ⊆ FiTg ↠ FiAg, so we conclude that adX does
in fact restrict.

We now describe the other checks. Note adX was linear on Ag, so it continues to be linear on FiAg.
Additionally, the equalities

adc1X1+c2X2
= c1adX1

+ c2adX2

and
ad[X,Y ] = adX ◦ adY − adY ◦ adX

held as equalities of linear mapsAg→ Ag, so they will continue to be true on their restrictions toFiAg. This
completes the proof that ad• : g→ gl(FiAg) is a representation of Lie algebras. ■

The statement of Lemma 3.105 tells us that we may hope to recover a grading from a filtration by using the
quotients Fj+1A/FjA. This leads to the following definition.

Definition 3.109 (associated graded algebra). Fix a filtered F -algebra A with filtration {FiA}∞i=0. Then
the associated graded algebra is

grA :=

∞⊕
i=0

FiA
Fi−1A

.

Here, F−1A is understood to be 0.

Here are the checks on this definition.
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Lemma 3.110. Fix a filteredF -algebraAwith filtration {FiA}∞i=0. Then grA is a gradedF -algebra with
grading given by its definition.

Proof. Here are our checks.

• Note that grA is certainly a vector space over F as the sum of vector spaces over F .

• We must define a multiplication for grA. We are trying to define anF -bilinear map grA×grA→ grA,
so we are trying to define a linear map grA⊗F grA→ grA. Swapping the tensor product and sum, it
is enough to define a map

FiA
Fi−1A

⊗F
FjA
Fj−1A

→ Fi+jA
Fi+j−1A

⊆ grA

for i, j ≥ 0. For this, we note the multiplication on A defines an F -bilinear map FiA×FjA→ Fi+jA,
but Fi−1AFjA ⊆ Fi+j−1A and FiAFj−1A ⊆ Fi+j−1A means that our map descends to an F -bilinear
map

FiA
Fi−1A

× FjA
Fj−1A

→ Fi+jA
Fi+j−1A

,

so this descends to a map on the tensor product, as needed. Note that this definition of multiplication
automatically respects the “grading” in the definition of grA.

• Thus, it only remains that we actually have a well-defined multiplication. Well, the multiplication isF -
bilinear by its construction, so it satisfies the usual distributivity andF -linear requirements. It remains
to check associativity. Well, the associativity condition (ab)c = a(bc) corresponds to the vanishing
of some multilinear functional on (grA)3, which corresponds to the vanishing of some functional on
(grA)⊗3, which can be checked on the spanning subset of homogeneous elements. As such, we pick up
three homogeneous elements ai+Fi−1A and aj+Fj−1A and ak+Fk−1A and use the above definition
to compute

((ai + Fi−1A)(aj + Fj−1A))(ak + Fk−1A)

= (aiaj + Fi+j−1A)(ak + Fk−1A)

= (aiajak + Fi+j+k−1A)

= (ai + Fi−1A)(ajak + Fj+k−1A)

= (ai + Fi−1A)((aj + Fj−1A)(ak + Fk−1A)),

as required. ■

Before ending our discussion, we note the following property of grA.

Lemma 3.111. Fix a filtered F -algebra A with filtration {FiA}∞i=0. If grA has no zero divisors, then A
has no zero divisors.

Proof. We proceed by contraposition. SupposeA has zero divisors so that we have nonzero elements a, b ∈
A such that ab = 0. Let ibe the smallest nonnegative element a ∈ FiAbut a /∈ Fi−1A. (If i = 0, then certainly
a /∈ Fi−1A because Fi−1A = 0, and a ̸= 0.) Similarly, we find j ≥ 0 such that b ∈ FjA but b /∈ Fj−1A. Then
a + Fi−1A and b + Fj−1A are nonzero elements in grA which multiply to 0 + Fi+j−1A, so grA has zero
divisors. ■

3.5.2 The Poincaré–Birkoff–Witt Theorem
To understand the theorem of this subsection, we make the following observation.
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Lemma 3.112. Fix a Lie algebra g over a field F with basis {X1, . . . , Xn}. Then the ordered monomials{
Xd1

1 · · ·Xdn
n : a1, . . . , an ≥ 0

}
span Ug.

Proof. The point is to use the equalityXY −Y X = [X,Y ] inUg to slowly reorder unordered monomials, one
transposition at a time. Let’s be more explicit. The monomialsXi1 ⊗· · ·⊗Xim spans g⊗m (here, i1, . . . , im ∈
{1, . . . , n}), so they will spanTg asm varies. Thus, it is enough to show that any such monomialXi1 · · ·Xim ∈
Ug lives in the span of the above ordered monomials. We will do this via a nested induction. To begin, we
induct on m, for which the base cases m = 0 and m = 1 have no content because the monomial is already
ordered. Thus, for the inductive step, we may assume the result for any monomial with less than m terms.

Next up, we note that i• : {1, . . . ,m} → {1, . . . , n} is some function, so we choose some permutation
σ ∈ Sm so that

iσ(1) ≤ iσ(2) ≤ · · · ≤ iσ(m).

Now, σ ∈ Sm can be written as a product of transpositions of the form (j, j+1), sayσ = (j1, j1+1) · · · (jℓ, jℓ+
1). We next induct on ℓ, where the base case of ℓ = 0 has no content because it means that σ is the identity
so that the i•s are already ordered so that our monomial is already ordered. For the inductive step, we pick
up our monomial Xi1 · · ·Xim with σ = (j1, j1 + 1) · · · (jℓ, jℓ + 1) where ℓ > 0, and we note that

Xi1 · · ·Xim = Xi1 · · ·Xijℓ
Xijℓ+1

· · ·Xim

∗
= Xi1 · · ·

(
Xijℓ+1Xijℓ

+ [Xijℓ
, Xijℓ+1 ]

)
· · ·Xim

= Xi1 · · ·Xijℓ−1Xijℓ+1Xijℓ
Xijℓ+2 · · ·Xim +Xi1 · · ·Xijℓ−1 [Xijℓ

, Xijℓ+1 ]Xijℓ+2 · · ·Xim .

Here, the key step is the application of XY − Y X = [X,Y ] in Ug in the equality ∗
=. Anyway, the second

term has fewer than m terms, so the first inductive hypothesis implies that it is the span of our ordered
monomials. The first term still has m terms, but the permutation σ′ ∈ Sm required to reorder the i•s can
simply be taken to be (j1, j1+1) · · · (jℓ−1, jℓ−1+1), which has length smaller than ℓ, so the second inductive
hypothesis implies that it too is in the span of our ordered monomials. ■

Remark 3.113. The above nested induction can be turned into an algorithm: simply use the relation
XY − Y X = [X,Y ] to gradually reorder the consecutive terms of any monomial until it becomes or-
dered. The complications in this algorithm is that the “error term” [X,Y ] spawn lower-order monomials
which must be dealt with recursively.

Remark 3.114. Let’s note a consequence of the proof of Lemma 3.112: in Ug, the difference

Xi1 · · ·Xim −Xσ(i1) · · ·Xσ(im)

is a linear combination of ordered monomials of degree than smallerm. Indeed, the exact same induc-
tive argument as in the proof of Lemma 3.112 shows this, where the point is that the produced error
term

Xi1 · · ·Xijℓ−1
[Xijℓ

, Xijℓ+1
]Xijℓ+2

· · ·Xim

has fewer than m monomials after expanding [Xijℓ
, Xijℓ+1

].

With the lemma in mind, here is our statement of the theorem.
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Theorem 3.115 (Poincaré–Birkoff–Witt). Fix a Lie algebragover a fieldF with basis{X1, . . . , Xn}. Then
the ordered monomials {

Xd1
1 · · ·Xdn

n : a1, . . . , an ≥ 0
}

are linearly independent in Ug.

Proof. We will define a linear map φ : Tg→ Sg satisfying the following properties.

(a) We have φ
(
Xd1

1 · · ·Xdn
n

)
= Xd1

1 · · ·Xdn
n for any ordered monomial Xd1

1 · · ·Xdn
n .

(b) We have Lg ⊆ kerφ.

Let’s see why this will complete the proof. Note (b) tells us that φ descends to a linear map Ug → Sg. But
then because the ordered monomials are linearly independent in Sg, we see that the ordered monomials of
Ug (which go the ordered monomials in Sg by (a)) must also be linearly independent.

We will define φ inductively by taking a union of linear maps φk : FkTg→ Sg satisfying the following.

(a’) We have φk
(
Xd1

1 · · ·Xdn
n

)
= Xd1

1 · · ·Xdn
n for any ordered monomial Xd1

1 · · ·Xdn
n of total degree at

most k.

(b’) We have ∑
a+b+2≤k

{
A(XY − Y X − [X,Y ])B : X,Y ∈ g, A ∈ FaTg, B ∈ FbTg

}
⊆ kerφk

for each k. (We are not going to directly argue that the above equals Lg ∩ FkTg.)

(c’) φk+1|FkTg = φk.

Let’s quickly explain how these conditions imply the result. Here are these checks.

• Quickly, note that (c’) tells us that our φ•s at least assemble into a function φ : Tg→ Sg.

• Linear: we use the linearity of the φ•s. Indeed, for any c1, c2 ∈ F and a1, a2 ∈ Tg, find some k large
enough so that a1, a2 ∈ FkTg, and then the linearity check

φ(c1a1 + c2a2)
?
= c1φ(a1) + c2φ(a2)

immediately reduces to the corresponding equality for φk.

• Note that φ satisfies (a) because the φ•s satisfy (a’).

• For (b), we need to show that kerφ contains Lg. Well, we know that kerφ is a subspace of Tg, so it
suffices to check that an F -spanning subset of Lg is contained in kerφ. As such, it is enough to check
that

A(XY − Y X − [X,Y ]) ∈ kerφ

for any A ∈ FkTg and X,Y ∈ g. (Technically we must also check this for elements of the form (XY −
Y X− [X,Y ])A, which follows by a symmetric argument.) However, the above element is in the kernel
of φk+2 by (b’), so it will be in the kernel of φ.

We will construct the φ•s inductively. For k = −1, there is nothing to do becauseF−1Tg = 0, and for k = 0,
there is still nothing to do because F0Tg = F , which must land identically to F ⊆ Sg.

We now proceed with the induction to define the φ•s. Suppose that we have defined φk already, and
we would like to define φk+1. Because monomials X := Xi1 · · ·Xik+1

of total degree k + 1 form a basis
of Fk+1Tg = g⊗(k+1), we merely have to define φk+1 on such unordered monomials. Well, start with an
ordering of the indices i1 ≤ · · · ≤ ik+1, and we want to define φ(σ(Xi1 · · ·Xik+1

)) for each σ ∈ Sk+1, where
Sk+1 acts on Fk+1Tg by permuting the basis.
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For motivation, note that it is clearest what to do on transpositions σ: for Y1 · · ·Yk+1 ∈ g and a transpo-
sition (j, j + 1) ∈ Sk+1, we see that we need

φ(Y1 · · ·Yk+1) = Y1 · · ·Yj−1(Yj+1Yj + [Yj , Yj+1])Yj+2 · · ·Yk+1

= Y1 · · ·Yj−1Yj+1YjYj+2 · · ·Yk+1

+ Y1 · · ·Yj−1[Yj , Yj+1]Yj+2 · · ·Yk+1

in order for Lg ⊆ kerφ.
We now iterate the computation of the previous paragraph to define φ on general σ(Xi1 · · ·Xik+1

). Be-
cause the transpositions sj := (j, j + 1) ∈ Sk+1 generate Sk+1, we may decompose

σ = sjℓ · · · sj1 .

We now define

φk+1

(
σ(Xi1 · · ·Xik+1

)
)
:= Xσ(i1) · · ·Xσ(ik+1) −

ℓ−1∑
m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

)
,

where the notation [, ]j applied to a monomial is given by

[, ]j(Y1 · · ·Yk+1) := Y1 · · ·Yj−1[Yj , Yj+1]Yj+2 · · ·Yk+1,

which we note lives in FkTg. There are many checks we must do to see that this definition works.

• We check that our definition does not depend on the choice of decompositionσ = (j1, j1+1) · · · (jℓ, jℓ+
1). This is somewhat technical. To this end, we note that viewing Sn as a Coxeter group with the
reflection generators sj := (j, j+1), we see that Sk+1 is generated by {s1, . . . , sk}with the generators

s2j if j ∈ {1, . . . , k},
sjsj′ = sj′sj if |j − j′| ≥ 2,

sjsj+1sj = sj+1sjsj+1 if j ∈ {1, . . . , k − 1}.

(The first relation holds because it squares a transposition. The second relation holds because sj and
sj′ are disjoint permutations. Computing sjsj+1sj = (j, j + 2) = sj+1sjsj+1 gives the third relation.
We will not check that these relations generate all relations.) Thus, any two decompositions may apply
the above three rules to be shown equal. We will use this for our well-defined check as follows.

– First relation: after the dust settles, this follows by the skew-symmetry of the Lie bracket. Sup-
pose our decompositions differ asσ = σ1σ2 = σ1s

2
jσ2, whereσ1 = sjℓ · · · sjr+1 andσ2 = sjr · · · sj1 ;

label the second decomposition as sj′ℓ+2
· · · sj′1 . We now expand

ℓ+1∑
m=0

φk
(
[, ]j′m+1

(sj′m · · · sj′1)Xi1 · · ·Xik+1

)
−

ℓ−1∑
m=0

φk
(
[, ]jm+1(sjm · · · sj1)Xi1 · · ·Xik+1

)
=

r−1∑
m=0

φk
(
[, ]j′m+1

(sj′m · · · sj′1)Xi1 · · ·Xik+1

)
−

r−1∑
m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

)
+ φk

(
[, ]j′r+1

(sj′r · · · sj′1)Xi1 · · ·Xik+1

)
− φk

(
[, ]jr+1

(sjr · · · sj1)Xi1 · · ·Xik+1

)
+ φk

(
[, ]j′r+1+1

(sj′r+1
· · · sj′1)Xi1 · · ·Xik+1

)
+ φk

(
[, ]j′r+2+1

(sj′r+2
· · · sj′1)Xi1 · · ·Xik+1

)
+

ℓ+1∑
m=r+3

φk
(
[, ]j′m+1

(sj′m · · · sj′1)Xi1 · · ·Xik+1

)
−

ℓ−1∑
m=r+1

φk
(
[, ]jm+1(sjm · · · sj1)Xi1 · · ·Xik+1

)
.

Now, we see that the sums in each row are identically equal: in the top row, the summands are
both contained in σ2, and in the bottom row, the summands are both contained in σ1σ2. Thus,
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it remains to show that the middle rows cancel out. Note sj′r+1
· · · sj′1 = sjσ2, and sj′r+2

· · · sj′1 =

sjσ2 = sjsjσ2, so we see are looking at

φk
(
[, ]j′r+1

(sj′r · · · sj′1)Xi1 · · ·Xik+1

)
− φk

(
[, ]jr+1

(sjr · · · sj1)Xi1 · · ·Xik+1

)
+ φk

(
[, ]j′r+1+1

(sj′r+1
· · · sj′1)Xi1 · · ·Xik+1

)
+ φk

(
[, ]j′r+2+1

(sj′r+2
· · · sj′1)Xi1 · · ·Xik+1

)
= φk

(
[, ]jσ2Xi1 · · ·Xik+1

)
− φk

(
[, ]jr+1

σ2Xi1 · · ·Xik+1

)
+ φk

(
[, ]jsjσ2Xi1 · · ·Xik+1

)
+ φk

(
[, ]jr+1

σ2Xi1 · · ·Xik+1

)
.

The two right terms now vanish, so we want the two left terms to cancel. Well, we see that

[, ]jσ2Xi1 · · ·Xik+1
= Xσ2(i1) · · ·Xσ2(ij−1)[Xσ2(ij), Xσ2(ij+1)]Xσ2(ij+2

· · ·Xσ2(ik+1),

but

[, ]jsjσ2Xi1 · · ·Xik+1
= Xσ2(i1) · · ·Xσ2(ij−1)[Xσ2(ij+1), Xσ2(ij)]Xσ2(ij+2

· · ·Xσ2(ik+1),

so the two terms cancel by skew-symmetry of the Lie bracket!
– Second relation: suppose our decompositions differ as σ = σ1sjr+1

sjr+2
σ2 = σ1sjr+2

sr+1σ2
where σ1 = sjℓ · · · sjr+3

and σ2 = sjr · · · sj1 ; label the second decomposition as sj′ℓ · · · sj′1 . We
now note that the sums

ℓ−1∑
m=0

φk
(
[, ]j′m+1

(sj′m · · · sj′1)Xi1 · · ·Xik+1

)
and

ℓ−1∑
m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

)
differ only at terms m ∈ {r, r + 1}: otherwise, the permutations applied to Xi1 · · ·Xik+1

are the
same, we are taking the bracket at the same location. To deal with the terms m ∈ {r, r + 1}
without too much pain, assume (j, j′) := (jr+1, jr+2) has j < j′ (without loss of generality) and
write σ2(Xi1 · · ·Xik+1

) = AYjYj+1BYj′Yj′+1C, where A,B,C are monomials, and the Y•s are at
the corresponding location. Examining the terms for m ∈ {r, r + 1}, we would like

φk(AYjYj+1B[Yj′ , Yj′+1]C) + φk(A[Yj , Yj+1]BYj′+1Yj′C)

?
= φk(A[Yj , Yj+1]BYj′Yj′+1C) + φk(AYj+1YjB[Yj′ , Yj′+1]C).

Well, by the inductive hypothesis on φk, we see

φk(AYjYj+1B[Yj′ , Yj′+1]C)− φk(AYj+1YjB[Yj′ , Yj′+1]C)

= φk(A(YjYj+1 − Yj+1Yj)B[Yj′ , Yj′+1]C)

= φk(A[Yj , Yj+1]B[Yj′ , Yj′+1]C)

= φk(A[Yj , Yj+1]B(Yj′Yj′+1 − Yj′+1 − Yj′)C)
= φk(A[Yj , Yj+1]BYj′Yj′+1C)− φk(A[Yj , Yj+1]BYj′+1Yj′C),

so we are done.
– Third relation: suppose our decompositions differ as σ = σ1sjsj+1sjσ2 = σ1sj+1sjsj+1σ2, where
σ2 = sjr · · · sj1 and σ1 = σjℓ · · · sjr+4 . Labeling the two decompositions as sjℓ · · · sj1 and sj′ℓ · · · sj′1 ,
respectively, we as above notice that the two sums

ℓ−1∑
m=0

φk
(
[, ]j′m+1

(sj′m · · · sj′1)Xi1 · · ·Xik+1

)
and

ℓ−1∑
m=0

φk
(
[, ]jm+1(sjm · · · sj1)Xi1 · · ·Xik+1

)
only differ at termsm ∈ {r, r+1, r+2}, for otherwise we are applying to the same location of Lie
bracket to the same permuted monomial. As such, we write σ2(Xi1 · · ·Xik+1

) = AYjYj+1Yj+2B
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for some monomialsA andB, where the Y•s are at the corresponding location. Comparing terms
m ∈ {r, r + 1, r + 2}, we would like for

φk(A[Yj , Yj+1]Yj+2B) + φk(AYj+1[Yj , Yj+2]B) + φk(A[Yj+1, Yj+2]YjB)

?
= φk(AYj [Yj+1, Yj+2]B) + φk(A[Yj , Yj+2]Yj+1B) + φk(AYj+2[Yj , Yj+1]B).

Well, modulo kerφk, we see that

A[Yj , Yj+1]Yj+2B +AYj+1[Yj , Yj+2]B +A[Yj+1, Yj+2]YjB

= A
(
YjYj+1Yj+2 − Yj+1YjYj+2 + Yj+1YjYj+2 − Yj+1Yj+2Yj + Yj+1Yj+2Yj − Yj+2Yj+1Yj

)
B

= A
(
YjYj+1Yj+2 − Yj+2Yj+1Yj

)
B,

and

AYj [Yj+1, Yj+2]B +A[Yj , Yj+2]Yj+1B +AYj+2[Yj , Yj+1]B

= A
(
YjYj+1Yj+2 − YjYj+2Yj+1 + YjYj+2Yj+1 − Yj+2YjYj+1 + Yj+2YjYj+1 − Yj+2Yj+1Yj

)
B

= A
(
YjYj+1Yj+2 − Yj+2Yj+1Yj

)
B,

so we will get the same result out after applying φk.

Because the three relations generate all equalities in Sk+1, we see that our φ does not depend on the
decomposition of σ.

• We check that the definition of φk+1

(
σ(Xi1 · · ·Xik+1

)
)

does not depend on the choice of σ. Indeed, if
σ(Xi1 · · ·Xik+1

) = σ′(Xi1 · · ·Xik+1
) for two σ, σ′ ∈ Sk+1, then σ−1σ′ is a permutation which can only

swap Xij1
and Xij2

when ij1 = ij2 . The collection of legal permutations is thus some product of sym-
metric groups (there is a permutation group for each Xi because we are allowed to swap two copies
of Xi in different places). However, all the copies of Xi in Xi1 · · ·Xik+1

are located right next to each
other because this is an ordered monomial, so the legal permutations live in a product of symmetric
groups of intervals of integers. Each of these individual symmetric groups of intervals of integers are
generated by permutations sj , so we can write

σ′ = σsjℓ · · · sj1 ,

where sj1 , . . . , sjℓ have Xij•
= Xij•+1 for each j•.

Thus, to check that our definition does not depend on the choice of σ, it is enough (by induction) to
check that we can replaceσwith someσsj1 whenXij1

= Xij1+1 . As such, we decomposeσ = sjℓ · · · sj2 ,
and we want to show

ℓ−1∑
m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

) ?
=

ℓ−1∑
m=1

φk
(
[, ]jm+1

(sjm · · · sj2)Xi1 · · ·Xik+1

)
.

These sums are term-wise equal for m ≥ 1 because it is the same Lie bracket applied to the same
location of the same monomial (notably, sj1 fixes Xi1 · · ·Xik+1

by its construction). Thus, we want to
show that

φk
(
[, ]j1Xi1 · · ·Xik+1

) ?
= 0.

Well,
[, ]j1Xi1 · · ·Xik+1

= Xi1 · · ·Xij−1
[Xij , Xij+1

]Xij+1
· · ·Xik+1

,

which vanishes because Xij = Xij+1
.

• We now know that our definition ofφk is well-defined. It remains to check that our linear map satisfies
(c’) for φk+1. Thus, fix some pair (a, b) with a + b + 2 ≤ k; we may assume equality for otherwise
this is true by the inductive hypothesis. The condition is linear in A and B, so we may check it on
a spanning subset of FaTg and FbTg, for which we take the monomials; write A = Xi′1

· · ·Xi′a
and
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B = Xi′a+3
· · ·Xi′k+1

. Similarly, the condition is linear in X and Y , so we may assume that they are
basis vectors Xi′a+1

and Xi′a+2
. Rearranging, we would like to show that

φk(sa(Xi′1
· · ·Xi′k+1

))
?
= φk(Xi′1

· · ·Xi′k+1
)− φk([, ]aXi′1

· · ·Xi′k+1
).

Well, let i1 ≤ · · · ≤ ik+1 be an ordering, and let σ ∈ Sk+1 be the permutation so that σ(ij) = i′σ(j).
Thus, to compute φk, we expand σ = sjℓ · · · sj1 and set jℓ+1 := a so that

φk(saσ(Xi1 · · ·Xik+1
)) = Xi1 · · ·Xik+1

−
ℓ∑

m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

)
= Xi1 · · ·Xik+1

−
ℓ−1∑
m=0

φk
(
[, ]jm+1

(sjm · · · sj1)Xi1 · · ·Xik+1

)
− φk

(
[, ]jℓ+1

(sjℓ · · · sj1)Xi1 · · ·Xik+1

)
= φk(σ(Xi1 · · ·Xik+1

))− φk
(
[, ]aσ(Xi1 · · ·Xik+1

)
)
,

as required. ■

3.5.3 Consequences of the Poincaré–Birkoff–Witt Theorem
Theorem 3.115 has important consequences for the structure of Ug. Let’s see some.

Corollary 3.116. Fix a Lie algebra g over a field F . Then the inclusion g→ Ug is actually injective.

Proof. Let {X1, . . . , Xn} be a basis of g. Then Theorem 3.115 implies that the monomials {X1, . . . , Xn} ⊆
Ug are linearly independent. In particular, we see that any nonzero X ∈ g can be expanded as

∑n
i=1 aiXi,

where ai ̸= 0 for some i, meaning that
n∑
i=1

aiXi ∈ Ug

is also nonzero by the aforementioned linear independence. Thus, the map g→ Ug has trivial kernel. ■

Corollary 3.117. Fix a Lie algebra gover a fieldF with Lie subalgebras g1, . . . , gn ⊆ g such that we have a
vector space decompositiong = g1⊕· · ·⊕gn. Then the “multiplication” mapµ : Ug1⊗F · · ·⊗FUgn → Ug,
given by

µ(a1 ⊗ · · · ⊗ an) := a1 · · · an
on pure tensors, is an isomorphism of vector spaces.

Proof. The point is that µ should send a basis of ordered monomials to a basis of ordered monomials.
Quickly, observe that functoriality produces maps Ug• → Ug from the inclusions g• ⊆ g. As such, we may
note that the map Ug1 × · · · × Ugn → Ug

(a1, . . . , an) 7→ a1 · · · an

is F -multilinear because Ug is an F -algebra, so we have indeed induced a unique morphism Ug1 ⊗ · · · ⊗
Ugn → Ug of vector spaces over F .

It remains to check that this map is an isomorphism. Well, it is enough to check that it sends a basis. For
this, we give each gi a basis {Xi1, . . . , Xini} so that the concatenation of these bases provides a basis of g.
Then the combination of Lemma 3.112 and Theorem 3.115 tells us that the ordered monomials

Xdi1
i1 · · ·X

dini
ini
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form a basis of gi for each i, so by taking the tensor product, we see that the ordered monomials

Xd11
11 · · ·X

d1n1
1n1
⊗ · · · ⊗Xdn1

n1 · · ·X
dnnn
nnn

form a basis of Ug1 ⊗F · · · ⊗F Ugn. On the other hand, the elements(
Xd11

11 · · ·X
d1n1
1n1

)
· · ·
(
Xdn1
n1 · · ·X

dnnn
nnn

)
are the ordered monomials of Ug, so they also form a basis. Thus, µ sends a basis to a basis, so we are
done. ■

Remark 3.118. The above proposition does not require the g•s to commute within g. Namely, it is not
at all required that the vector space decomposition is actually a Lie algebra decomposition.

We next move on to results which sharpen Theorem 3.115 in various ways. To begin, we will exhibit an
isomorphism between Sg and grUg. Let’s begin with a couple lemmas.

Lemma 3.119. Fix a Lie algebra g over a field F . Then grUg is a commutative F -algebra.

Proof. The point is to use Remark 3.114 after making enough reductions. We would like to check that ab =
ba for all a, b ∈ grUg. This condition corresponds to an equality of some multilinear maps grUg × grUg →
grUg, so it can be checked on spanning subsets of grUg. Namely, we may assume that a ∈ FkUg/Fk−1Ug
and b ∈ FℓUg/Fℓ−1Ug. Now, by definition of FkUg in Example 3.107 means that elements of FkUg can be
written as homogeneous polynomials of degreen in a basis {X1, . . . , Xn}of g. Thus, using the multilinearity,
we may assume that a := Xi1 · · ·Xik and b := Xj1 · · ·Xjℓ are monomials. We would like to show that
ab− ba = 0, which corresponds to showing that

ab− ba ∈ Fk+ℓ−1Ug,

which means that ab−bamust be a linear combination of monomials of degree less than k+ℓ. Well, letσ, τ ∈
Sk+ℓ be permutations which order the monomials ab and ba, which will produce the same ordered monomial
Xd1

1 · · ·Xdn
n from both ab and ba (because we are reordering the same multiset {i1, . . . , ik}⊔{j1, . . . , jℓ}). But

now Remark 3.114 tells us that ab − Xd1
1 · · ·Xdn

n and ba − Xd1
1 · · ·Xdn

n both live in Fk+ℓ−1Ug, so ab − ba ∈
Fk+ℓ−1Ug, as required. ■

Proposition 3.120. Fix a Lie algebra g over a field F with basis {X1, . . . , Xn}. Then the map Sg→ grUg
given by

Xd1
1 · · ·Xdn

n 7→ Xd1
1 · · ·Xdn

n ∈
Fd1+···+dnUg

Fd1+···+dn−1Ug

is an isomorphism of graded F -algebras.

Proof. Quickly, we note that there is a unique F -linear map Sg → grUg because ordered monomials form
a basis of Sg: recall from Example 3.96 that Sg = F [X1, . . . , Xn] is a commutative polynomial ring.

To show that such anF -algebra morphism exists, we use the universal property of such polynomial rings
is that an F -algebra map out of Sg is determined exactly by choosing where the elements {X1, . . . , Xn} go,
provided the target is a commutative F -algebra. Thus, we define φ : Sg → grUg by defining φ(Xi) := Xi

for each i. (Note grUg is commutative by Lemma 3.119.) Here are the required checks on this map.

• On ordered monomials Xd1
1 · · ·Xdn

n , we see that

φ
(
Xd1

1 · · ·Xdn
n

)
= φ(X1)

d1 · · ·φ(Xn)
dn = Xd1

1 · · ·Xdn
n ,

which we note lives in the degree-d piece Fd1+···+dnUg/Fd1+···+dn−1Ug because each Xi ∈ grUg has
degree 1.
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• Graded: we claim that if p(X1, . . . , Xn) ∈ Sg is in the degree-d graded piece, then φ(p) ∈ grUg is in
the degree-d graded piece as well. The graded pieces are F -linear subspaces, so we may check this
on a basis of the degree-d graded piece of Sg, for which we use the ordered monomialsXd1

1 · · ·Xdn
n of

total degree d. But then the previous check already verified that φ
(
Xd1

1 · · ·Xdn
n

)
lands in the correct

graded piece.

• Surjective: we use Lemma 3.112. It is enough to check that the spanning subset of homogeneous
elements of grUg are in the image of φ. Namely, we want a component FkUg/Fk−1Ug to be in imφ.
However, FkUg consists of the sum of homogeneous polynomials in {X1, . . . , Xn} of degree k, so it
is enough to check that homogeneous polynomials in {X1, . . . , Xn} of degree k in FkUg/Fk−1Ug are
in imφ. (Explicitly, Fk−1U} kills homogeneous polynomials of degree less than k.) However, such
homogeneous polynomials are spanned by the monomials

Xd1
1 · · ·Xdn

n

of total degree k, which we note equals φ
(
Xd1

1 · · ·Xdn
n

)
∈ FkUg/Fk−1 and thus is in the image of φ.

• Injective: we use Theorem 3.115 to show kerφ = 0. Suppose that some polynomial p(X1, . . . , Xn) ∈
Sg vanishes in grUg. Splitting up p up into graded pieces by the degree, the fact that φ preserves
grading allows us to assume that p is homogeneous of degree d. Thus, say that∑

(d1,...,dn)∈Nn

d1+···+dn=d

a(d1,...,dn)X
d1
1 · · ·Xdn

n ∈ kerφ,

and we want to check that this element actually vanishes. Well, unwrapping the definition of φ, we
see that ∑

(d1,...,dn)∈Nn

d1+···+dn=d

a(d1,...,dn)X
d1
1 · · ·Xdn

n ∈ Fd1+···+dn−1Ug.

Namely, we have a homogeneous polynomial of degree d which can be written as an F -linear combi-
nation of homogeneous polynomials of strictly smaller degree, so we may write∑

(d1,...,dn)∈Nn

d1+···+dn=d

a(d1,...,dn)X
d1
1 · · ·Xdn

n =
∑

(d1,...,dn)∈Nn

d1+···+dn<d

a(d1,...,dn)X
d1
1 · · ·Xdn

n

for some new coefficients a(d1,...,dn). However, the monomials Xd1
1 · · ·Xdn

n over all total degrees are
linearly independent inUg by Theorem 3.115, so we see that all coefficients a(d1,...,dn) must vanish, so
in particular p = 0. ■

Corollary 3.121. Fix a Lie algebra g over a field F . Then the algebra Ug has no zero divisors.

Proof. By Lemma 3.111, it is enough to check that grUg has no zero divisors. But Proposition 3.120 tells
us that grUg is isomorphic to Sg as rings, and the commutative polynomial ring Sg certainly does not have
zero divisors. ■

Proposition 3.120 may be unsatisfying because it requires us to pass through grUg even though it is really
Ug which interests us. Of course, we cannot expect Ug and Sg to be isomorphic as F -algebras because Ug
is not commutative in general (indeed, XY − Y X = [X,Y ] only vanishes when g is abelian). However, we
can get some structure preserved.
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Proposition 3.122. Fix a Lie algebra g over a field F . Define sym: Sg→ Ug by

sym(Y1 · · ·Yk) :=
1

k!

∑
σ∈Sk

Yσ(1) · · ·Yσ(k)

for any Y1, . . . , Yk ∈ g. Then sym is a well-defined isomorphism of g-modules, where we are using the
adjoint action by g.

Proof. This is on the homework. ■

Corollary 3.123. Fix a Lie algebra g over a fieldF . The map sym: Sg→ Ug of Proposition 3.122 restricts
to an isomorphism

(Sg)g → Z(Ug).

Proof. Because sym is an isomorphism of g-modules, we see that g will restrict to an isomorphism of g-
invariants. On one hand, the g-invariants of Sg make the space (Sg)g. On the other hand, we claim (Ug)g =
Z(Ug), which will complete the proof. In one direction, note a ∈ Z(Ug) implies that Xa = aX for all X ∈ g,
so adX(a) = 0 by Lemma 3.98. In the other direction, if a ∈ (Ug)g, we merely know adX(a) = Xa − aX
vanishes for all X ∈ g. Thus, we define

C(a) := {b ∈ Ug : ab = ba}.

Note thatC(a) ⊆ Ug is the kernel of the linear map b 7→ ab− ba, so it is a linear subspace. Additionally,C(a)
is closed under multiplication: if b, b′ ∈ C(a), then abb′ = bab′ = bb′a, so bb′ ∈ C(a). Now, we would like to
check that C(a) = Ug, for which it is enough to check that C(a) contains monomials (because these span
Ug), for which it is enough to check that g ⊆ C(a) (because monomials are products of elements of g). ■
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THEME 4

SEMISIMPLE STRUCTURE THEORY

4.1 October 11
I missed class due to a minor leg injury. I thank Justin for access to his notes.

4.1.1 Ideals and Commutants
We will spend some time focusing on Lie algebras in their own right, instead of studying their representa-
tions. As such, we pick up where we left off in section 2.2.3 on this topic. Here are a few ways to build Lie
ideals.

Lemma 4.1. Fix a Lie algebra g, and let {Iα}α∈λ be a collection of Lie ideals. Then the sum

∑
α∈λ

Iα :=

{∑
α∈λ

Xα : Xα ∈ Iα and Xα = 0 for all but finitely many α ∈ λ

}

is also a Lie ideal.

Proof. Linear algebra tells us that
∑
α∈λ Iα is at least a subspace. Now, for any X ∈ g and

∑
α∈λXα ∈∑

α∈λ Iα, we see that [
X,
∑
α∈λ

Xα

]
=
∑
α∈λ

[X,Xα],

where we are allowed to use the bilinearity of the bracket here because
∑
α∈λXα is actually a finite sum.

Now, [X,Xα] ∈ Iα for each α because Iα is a Lie ideal, so we conclude that
[
X,
∑
α∈λXα

]
∈
∑
α∈λ Iα. ■

Lemma 4.2. Fix Lie ideals I and J of a Lie algebra g. Then

[I, J ] := span {[X,Y ] : X ∈ I, Y ∈ J}

is a Lie ideal of g. In fact, [I, J ] ⊆ I ∩ J .

Proof. We have taken a span of some vectors, so [I, J ] is certainly a subspace. To check that it is a Lie ideal,
we must check that [W,Z] ∈ [I, J ] for any W ∈ g and Z ∈ [I, J ]. Well, [W,−] : g → g is a linear map, so
the pre-image of [I, J ] is a linear subspace; to check that this pre-image contains [I, J ], it is thus enough
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to check that the pre-image contains a spanning subset, for which we use the elements of the form [X,Y ]
whereX ∈ I and Y ∈ J . As such, we want to see [W, [X,Y ]] ∈ [I, J ], for which we use the Jacobi identity to
write

[W, [X,Y ]] = −[X, [Y,W ]]− [Y, [W,X]] = −[X, [Y,W ]] + [[W,X], Y ].

Now, [Y,W ] ∈ J because J is a Lie ideal, and [W,X] ∈ I because I is a Lie ideal, so we see that−[X, [Y,W ]]+
[[W,X], Y ] ∈ [I, J ].

Lastly, to check that [I, J ] ⊆ I ∩ J , we note that the latter is a Lie ideal by Remark 2.40 and hence a
subspace, so it is enough to check the inclusion on a spanning subset of [I, J ], for which we take the elements
of the form [X,Y ] = −[Y,X] for X ∈ I and Y ∈ J . Well, [X,Y ] ∈ I and−[Y,X] ∈ J because I and J are Lie
ideals, so we are done. ■

We will get a lot of utility out of the above lemma. For example, we can make the following definition.

Definition 4.3 (commutator). The commutator of a Lie algebra g is the Lie ideal [g, g].

Lemma 4.4. Fix a Lie algebra g. For any Lie ideal I ⊆ g, the quotient g/I is abelian if and only if I contains
[g, g]. For example, g/[g, g] is abelian.

(a) The quotient g/[g, g] is an abelian Lie algebra.

(b)

Proof. Note that the last sentence follows from the previous one (take I = [g, g]), so it only remains to prove
the second sentence. We show the two implications separately.

• Suppose I ⊆ g, and we will show g/I is abelian. Well, for any X + I, Y + I ∈ g/I, we compute

[X + I, Y + I] = [X,Y ] + I,

which we note equals 0 + I because [X,Y ] ∈ [g, g] ⊆ I.

• Suppose g/I is abelian, and we will show [g, g] ⊆ I. Well, [g, g] and I are both subspaces, so it is enough
to check that a spanning subset of [g, g] is contained in I, for which we use the elements of the form
[X,Y ]. Then we see that

[X,Y ] + I = [X + I, Y + I] = 0 + I,

where the last equality holds because g/I is abelian. Thus, [X,Y ] ∈ I, as required. ■

Exercise 4.5. Fix a field F . Then [gln(F ), gln(F )] = sln(F ).

Proof. Here are our inclusions.

• To show [gln(F ), gln(F )] = sln(F ), it is enough to check that a spanning subset of [gln(F ), gln(F )] lives
in sln(F ), for which we note that elements of the form [X,Y ] have tr[X,Y ] = trXY − trY X = 0 and
thus [X,Y ] ∈ sln(F ).

• To show sln(F ) ⊆ [gln(F ), gln(F )], we should show that [gln(F ), gln(F )] contains a spanning subset of
sln(F ). Let Eij be the matrix with a 1 in the (i, j) component and a 0 everywhere else. Then

[Eij , Eji] = EijEji − EjiEij = Eii − Ejj ,

and
[Eii − Ejj , Eij ] = EiiEij − EjjEij − EijEii + EijEjj = Eij − 0− 0 + Eij = 2Eij

for any i ̸= j. These elements span sln(F ) (we have any off-diagonal entry, and a traceless diagonal
matrix can be written as a sum of (Eii − Enn)s), so we conclude. ■

As with group theory, commutators allow us to define solvability.
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Definition 4.6 (derived series). Fix a Lie algebra g. Then the derived series is a sequence
{
Dig

}
i≥0

of Lie
ideals defined inductively by D0g := g and

Di+1g :=
[
Dig, Dig

]
.

Remark 4.7. Inductively applying Lemma 4.2 shows that each Dig is in fact a Lie ideal. Furthermore,
we see Lemma 4.2 implies each i ≥ 0 has

Di+1g =
[
Dig, Dig

]
⊆ Dig ∩Dig = Dig.

Lemma 4.8. Fix a Lie algebra g. Then the following conditions are equivalent.

(a) Dmg = 0 for some m.

(b) Dmg = 0 for all sufficiently large m.

(c) There is a descending chain
g = g0 ⊇ g1 ⊇ · · · ⊇ gm = 0

of Lie ideals such that g/gi+1 is abelian.

Proof. We show our implications separately.

• Note that (a) implies (b) because Di+1g ⊆ Dig for each i ≥ 0 (by Remark 4.7), so Dmg = 0 implies
(inductively) that Dm+ig = 0 for all i ≥ 0.

• We show that (b) implies (c) by taking gi := Dig for all i ∈ {0, . . . ,m} for some sufficiently large m.
This is a descending chain of Lie ideals by Remark 4.7, and it has gm = 0 by hypothesis. Lastly, we note
that

gi/gi+1 = gi/
[
gi, gi

]
is abelian by Lemma 4.2.

• We show that (c) implies (a). We claim that Dig ⊆ gi for each i ∈ {0, . . . ,m}, which will imply that
Dmg = 0 and thus complete the proof. Well, we show the claim by induction, for which the base case
of i = 0 has nothing to show. For the inductive step, we note that gi/gi+1 being abelian implies that

gi+1 ⊆
[
gi, gi

]
.

The spanning subset of commutators defining
[
gi, gi

]
is a subset of those definingDi+1g =

[
Dig, Dig

]
by the inductive hypothesis, so we conclude that gi+1 ⊆ Di+1g. ■

Definition 4.9 (solvable). A Lie algebra g is solvable if and only if

Remark 4.10. One can see that g is solvable if and only if g⊗F F is solvable.

One can check that sums of ideals are ideals. Also, one sees that g/[g, g] is the maximal abelian quotient: if
I ⊆ g is an ideal with g/I abelian, then we must have [g, g] ⊆ I.

Example 4.11. One can check that [gln, gln] ⊆ sln because the trace ofXY − Y X is zero for anyX,Y ∈
gln. In fact, this is an equality, which one can check by hand.
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These commutants provide a derived series: we define
{
Dig

}
i≥0

inductively by D0g := g and

Di+1g :=
[
Dig, Dig

]
for all i ≥ 0. This derived series plays the role of derived series in group theory. For example, one can use
this to define solvability.

Proposition 4.12. Fix a Lie algebra g. Then the following are equivalent.

(a) Dng = 0 for n sufficiently large.

(b) There exists a sequence of subalgebras

g = a0 ⊇ a1 ⊇ · · · ⊇ ak = 0

such that ai+1 is an ideal in ai with abelian quotient.

(c) For every n sufficiently large and sequence of elements {x1, . . . , x2n} ⊆ g, the n-fold commutator

[· · · [[x1, x2], [x3, x4]], · · · ]

vanishes.

Proof. The equivalence of (a) and (c) has no content. Note that (a) implies (b) because one may take ai = Dig.
One achieves (b) implies (a) by showing that ai ⊇ Dig inductively. ■

4.2 October 14
Today we finish up some structure theory of Lie algebras.

4.2.1 Engel’s Theorem
Last time we proved the following theorem.

Theorem 4.13 (Lie). If g is a complex solvable Lie algebra, then any irreducible representation V of g is
1-dimensional. For any representation of V of g, there is a basis in which g acts by upper-triangular
matrices.

Today we begin by proving Engel’s theorem. Here are some lemmas.

Lemma 4.14. Fix a Lie algebra g over a fieldF , and let ρ : g→ gl(V ) be a representation into anF -vector
space V .

(a) If all elements of g act by nilpotent operators, then there is nonzero v ∈ V such that

Xv = 0

for all X ∈ g.

(b) There exists a basis of V in which all matrices in g are strictly upper-triangular.

Proof. Note that (b) follows from (a) inductively, so we focus on proving (a). For this, we induct on dim g,
where the case of dim g = 0 means that g vanishes, so there is nothing to do.

To induct downwards, we would like to find a Lie ideal of g. Well, we claim that any maximal proper
subalgebra h is a Lie ideal of codimension 1. Of course, h has codimension 1 because otherwise we could
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add a vector to it, violating maximality. We will Now, consider the adjoint action of g on g, which we note
will descend to an adjoint action of h on g/h. Notably, allX ∈ h are nilpotent (this is true for g ⊆ gl(V ) even),
so one can check that the operator adX : g→ g is nilpotent by some repeated applications, so adX : (g/h)→
(g/h) is a nilpotent operator, so the inductive hypothesis tells us that we can find nonzero Y + h ∈ g/h such
that adX(Y ) ∈ h for allX. Thus, we see that we can write g = h+ kY is a subalgebra, so we conclude that h
is an ideal of codimension 1.

For the inductive step, we letW by the collection of h-invariants ofW . The inductive hypothesis applied
to h tells us that V h is nonzero. Note that W is in fact a subrepresentation for g because any X ∈ h and
w ∈W has

XY w + Y Xw + [X,Y ]w = 0,

so Y w is fixed by h, and we are done. To complete the proof, we choose some nonzero w ∈ W and apply Y
enough times until Y k−1w ̸= 0 but Y kw = 0. Then Y k−1w works. ■

Remark 4.15. This result works over any field F .

Definition 4.16. An element X ∈ g is nilpotent if and only if adX : g→ g is a nilpotent operator.

Corollary 4.17. A finite-dimensional complex Lie algebra g is nilpotent if and only if eachX ∈ g is nilpo-
tent.

Proof. Of course, if g is nilpotent, then each element is nilpotent by considering some adjoint composite
with the lower central series. Conversely, if each element of g is nilpotent, then the lemma above allows us
to strictly upper-triangularize our operators adX , which means that they are nilpotent. ■

4.2.2 Semisimple Lie Algebras
We now give a central definition of this subject: semisimple.

Lemma 4.18. Fix a Lie algebra g. Then g contains a maximal solvable Lie ideal containing all solvable Lie
ideals.

Proof. The main point it to show that the sum of two solvable ideals is again solvable, for which we note
that we have short exact sequences

0→ I → I + J → I + J

I
→ 0

and
0→ (I ∩ J)→ J → I + J

I
→ 0,

so we are able to conclude that I + J is solvable. Everything in sight is finite-dimensional, so we can just
sum over all solvable ideals to get the required ideal. ■

The lemma allows us to define semisimple.

Definition 4.19 (radical, simple, semisimple). Fix a Lie algebra g.

(a) The radical rad g of g is the maximal solvable ideal of g.

(b) g is semisimple if and only if rad g = 0.

(c) g is simple if and only if it is not abelian and the only ideals of g are 0 and g.

Some remarks are in order to make sure that these definitions make sense.
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Remark 4.20. One can see that g is simple if and only if ad• : g→ gl(g) is an irreducible representation.

Remark 4.21. If g is simple and dim g > 1, then [g, g] = g. Indeed, [g, g] is some Lie ideal, and it must be
nonzero: if [g, g] = 0, then g is abelian, which is not permitted.

Remark 4.22. If g is simple, then g is semisimple. Indeed, if g is simple, then the only Lie ideals available
are 0 and g. However, g is not solvable because [g, g] = g.

Remark 4.23. We claim that
rad(g1 ⊕ g2) = rad g1 ⊕ rad g2.

This implies that the direct sum of semisimple Lie algebras is semisimple.

Example 4.24. The Lie algebras sl2(C) and so3(C) are simple. This can be checked directly. We will
show later that sln(C) and son(C) and sp2n(C) are all semisimple.

In general, one can always reduce our Lie algebras to semisimple ones.

Lemma 4.25. The Lie algebra gss := g/ rad g is semisimple. In fact, if h ⊆ g is solvable and has g/h
semisimple, then h = rad g.

Proof. Solvable ideals lift from the quotient. Namely, I ⊆ g/ rad g being solvable implies that its pre-image
in g is solvable, so it will be contained in the radical. For the second part, we note that h ⊆ rad g, so g/h ↠
g/ rad g. ■

Remark 4.26. It is a theorem that charF = 0 makes the short exact sequence

0→ rad g→ g→ gss → 0

splits. We will not prove this today.

Example 4.27. One can show that the group of rigid motions preserving orientation is a semidirect prod-
uct of rotation group SO3(R) with the translation group R3.

4.3 October 16
Today we continue with our structure theory.

4.3.1 Some Semisimple Lie Algebras
We continue with our study of rad(g).

Proposition 4.28. Fix an algebraically closed field F of characteristic 0. If V is an irreducible represen-
tation of a Lie algebra g (over F ), then rad(g) acts on V by scalars, and [g, rad(g)] vanishes.
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Proof. By Theorem 4.13, we get a common eigenvector v ∈ V for rad(g), so there is a linear functional
λ : rad(g)→ F so that Xv = λ(X)v for all X ∈ rad(g). Now, for any X ∈ g, we define

gX := rad(g) + FX.

Note that gX is a subalgebra because rad(g) is a Lie ideal. Now, for any a ∈ rad(g), we see that

aXnv = λ(a)Xnv +

n∑
i=1

ciX
n−iv

for some constants c1, . . . , cn ∈ F where ci := λ([X, a] . . .). As such, we may let W be the span of the
x•vs, so W is stable under gX , and a only has the eigenvalue λ. Thus, for all [X, a] ∈ [g, rad(g)], we see
λ([X, a]) = 0 because [X, a] on W has vanishing trace. Thus, we actually see that aXv = λ(a)Xv. As such,
the λ-eigenspace Vλ of V is actually stable under all X ∈ g, so Vλ = V by the irreducibility. ■

We are now ready to define reductive.

Definition 4.29 (reductive). A Lie algebra g is reductive if and only if rad(g) = z(g).

Remark 4.30. Note g is reductive if and only if [g, rad(g)] = 0. Indeed, this will imply that rad(g) ⊆ z(g),
but of course z(g) is solvable, so the other inclusion holds as well.

Remark 4.31. Intuitively, one can say that being reductive means being a direct sum of semisimple and
center.

To check that certain Lie algebras are semisimple or reductive, it will be helpful to have access to invariant
inner products.

Definition 4.32 (invariant). Fix a Lie algebra g over a field F . A bilinear form ⟨−,−⟩ on g is invariant if
and only if

B([X,Y ], Z) = B(X, [Y,Z])

for all X,Y, Z ∈ g.

Example 4.33. For any representation ρ : g→ gl(V ) of a Lie algebra g, the form

BV (X,Y ) := tr(ρ(X)ρ(Y )).

(Technically, we ought to write Bρ, but we will write BV or even B when confusion cannot arise.)

As usual, inner products allow us to take complements.

Proposition 4.34. Fix a symmetric invariant bilinear form B on a Lie algebra g. For any ideal I ⊆ g, the
orthogonal complement

I⊥ := {X ∈ g : ⟨X,Y ⟩ = 0 for all Y ∈ I}

is also a Lie ideal.

Proof. Check it. ■
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Proposition 4.35. Fix a Lie algebra g. Suppose there is a representation ρ : g → gl(V ) for which Bρ is
non-degenerate. Then g is reductive.

Proof. Let {V1, . . . , Vn} be the irreducible factors of V , counted with multiplicity. Then ρ can be upper-
triangularized appropriately to see that

BV =

k∑
i=1

BVi .

Now, for each X ∈ [g, rad(g)], we see that ρVi
(X) = 0, so BVi

(X,Y ) = 0 for any Y ∈ g, so X = 0 because
BV is non-degenerate. ■

Example 4.36. For any classical Lie algebra g ⊆ gl(V ), the standard representation ρ : g→ gl(V ) hasBρ
non-degenerate. Thus, g is reductive. If further z(g) = 0, then we see that g is semisimple. Perhaps one
should be worried about positive characteristic.

4.3.2 The Jordan Decomposition
We will require a notion of Jordan decomposition in the sequel.

Proposition 4.37. Fix a perfect field F , and let V be a finite-dimensional F -vector space. Then any
A ∈ gl(V ) can be written uniquely in the form

A = As +An

for As, An ∈ gl(VF ) satisfying the following.

• As is diagonalizable over F .

• An is nilpotent.

• AsAn = AnAs.

It turns out that As, An ∈ gl(V ) and that As can be expressed as a polynomial in A.

Proof. We begin by finding As over an algebraic closure. Here, we let {λ1, . . . , λe} ⊆ F be the roots of the
characteristic polynomial χA(T ) ofA, where λi occurs with multiplicitymi. Then we note F [T ] is a principal
ideal domain with maximal given by {(T − λ) : λ ∈ F}, so we may decompose

VF
∼=

F [T ]

(χA(T ))
≃

e⊕
i=1

F [T ]

(T − λi)mi
,

where VF has been given the structure of anF [T ]-module via T 7→ A. Now, the Chinese remainder theorem
grants us a polynomial P such that

P (T ) ≡ λi (mod (T − λi)mi)

for each i. In particular, we see that

P (A)− λiidV ≡ (A− λiidV )miQi(A)

for some polynomialQi. In particular, evaluating in gl(V ), we see thatP (A) acts as λ idV on V [λ] for each λi,
soAs := P (A) is semisimple, and one can check thatAn := A−As has all eigenvalues equal to 0 and hence
is nilpotent.
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We now argue that our decomposition is unique. Suppose we have another such decompositions A =
A′
s + A′

n. Then A commuting with A′
s means that As = P (A) commutes with A′

s, so As and A′
s can be

simultaneously diagonalized. As such, An and A′
n can commute by taking the differences, so we see that

As −A′
s = A′

n −An

is a matrix which is both diagonalizable and nilpotent and hence must be zero. The uniqueness allows us to
see that As, An ∈ gl(V ) because A = As + An implies that A = σ(As) + σ(An) for all σ ∈ Gal(F/F ), so
As = σ(As) and An = σ(An) for each σ. ■

Here are some remarks and computations.

Remark 4.38. For A ∈ gln(F ), we claim that (adA)s = adAs and (adA)n = Adn. Indeed, this follows
by the uniqueness everywhere in sight.

Remark 4.39. If A = diag(λ1, . . . , λn) ∈ gln(F ) is diagonal, then adA is diagonalizable with eigen-
vectors given by the matrices Eij each with eigenvalue λi − λj . This follows by a direct commutator
computation.

4.4 October 18
Today we prove the Cartan criteria.

4.4.1 Cartan Criteria
We now define a special invariant form.

Definition 4.40 (Killing form). Fix a Lie algebra g. Then the Killing form is the invariant form

Bg(X,Y ) := tr(adX ◦ adY ).

We will write Kg for this form or simply K if no confusion can arise.

We will prove two theorems about this.

Theorem 4.41 (Cartan criterion of solvability). Fix a Lie algebra g over a field F of characteristic 0. Then
g is solvable if and only if [g, g] ⊆ kerK.

Theorem 4.42 (Cartan criterion of semisimplicity). Fix a Lie algebra g over a field F of characteristic 0.
Then g is semisimple if and only if K is non-degenerate.

We begin with a lemma.

Lemma 4.43. Fix an algebraically closed field F of characteristic 0, and choose some Lie subalgebra
g ⊆ gln(F ). Suppose that all X ∈ [g, g] and Y ∈ g have

trXY = 0.

Then g is solvable.
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Proof. To show g is solvable, it is enough to show that [g, g] is nilpotent, so we may hope to show that all
the eigenvalues of any element of [g, g] has vanishing eigenvalues. (We are using Engel’s theorem.)

Well, pick up someX ∈ [g, g], and we let {λ1, . . . , λn} be the eigenvalues ofX counted with multiplicity.
We will show that

Λ := spanQ{λ1, . . . , λn}

is the 0 vector space, for which we will show that all of its linear functionals φ : Λ → Q vanish. Well, we
extendφ to an operator onV by acting on each generalized eigenspaceV [λi] byφ(λi). Then we can compute
adφ is diagonalizable with eigenvaluesφ(λi−λj); similarly, adXs is diagonalizable with eigenvalues λi−λj .
As such, we can choose a polynomial Q(T ) ∈ F [T ] such that Q(λi − λj) = φ(λi − λj) for each λi − λj . In
particular, we see that

ad b = Q(adXs).

Similarly, we know that there is a polynomial P such that adXs = P (adX). Thus, we see that

ad b = (Q(P (adX))).

As an example computation, note that P (0) = Q(0) = 0 because 0 is an eigenvalue. Now, X ∈ [g, g] can be
written as

∑m
i=1[Yi, Zi], so on one hand,

tr(φ ◦X) =

m∑
i=1

φ(λi)ni,

where ni = dimV [λi]. On the other hand,

tr

(
φ ◦

m∑
i=1

[Yi, Zi]

)
= tr

(
m∑
i=1

adφ(Yi)Zi

)
,

which we see must vanish because R(0) = 0. Thus, we get the condition

m∑
i=1

niφ(λi)λi = 0,

so applying φ again allows us to conclude that φ = 0. ■

We are now ready to prove Theorem 4.41.

Proof of Theorem 4.41. There are two implications.

• If g is solvable, then we must show that [g, g] lives in the kernel of K. Well, for all X ∈ g, we note
that solvability implies that adX is strictly upper-triangular, so [g, g] continues to be strictly upper-
triangular (by Lie’s theorem), so K(x, y) = 0 whenever X ∈ [g, g].

• Suppose that [g, g] lives in the kernel of K. Then im ad inside gl(g) is solvable by the above lemma, so
g/z(g) ∼= imad is solvable, but z(g) ⊆ g is a solvable ideal, so we conclude. ■

And here is the proof of Theorem 4.42.

Proof of Theorem 4.42. There are two implications.

• If g is semisimple, then the kernel of K is an ideal I of g. However, K|I = Kg|I will vanish,1 so I is
solvable as discussed, so I = 0, so Kg is non-degenerate.

• If K is non-degenerate, then g is reductive by a result from last class. However, rad(g) = z(g) would
be contained in the kernel of K, so we see that z(g) = 0, so g is in fact semisimple. ■

1 This property holds for general ideals.
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Corollary 4.44. Fix a semisimple Lie algebra g over a field F of characteristic 0. Then g is semisimple if
and only if g⊗F F is semisimple.

Proof. The Killing form is stable under field extension, so this is immediate from Theorem 4.42. ■

Remark 4.45. It is false that being simple is preserved by restriction: any simple Lie algebra g over C
has g|R split into two Lie algebras (given by the “realification” Lie ideal, defined by the fixed points of
the conjugation action).

Corollary 4.46. Fix a semisimple Lie algebra g over a fieldF of characteristic 0. For any ideal I ⊆ g, there
exists an ideal J ⊆ g such that g = I ⊕ J .

Proof. Let J := I⊥ be the orthogonal complement of I with respect to the Killing form K on g. One can
check that J is an ideal, and I ∩ J = 0 because K is non-degenerate (namely, K vanishes on I ∩ J , so I ∩ J
is solvable, so I ∩ J = 0 because g is semisimple). ■

Corollary 4.47. Fix a semisimple Lie algebra g over a field F of characteristic 0. Then g is a direct sum of
simple Lie algebras.

Proof. Induct with the previous corollary. Namely, if g fails to be simple, we can decompose it into two
smaller pieces. ■

Here is a more powerful version of the above result.

Proposition 4.48. Fix a semisimple Lie algebra g over a field F of characteristic 0, and write g = g1 ⊕
· · · ⊕ gk as a sum of simple Lie algebras. Then any ideal I ⊆ g is of the form⊕

i∈S
gi,

where S ⊆ {1, . . . , k} is some subset.

Proof. Induct on k. If k ∈ {0, 1}, there is nothing to do. For the induction, write g = h⊕ gk+1. Then consider
the projection πk : g→ gk+1. There are two cases.

• If πk(I) = 0, then I ⊆ h, so we are done by the inductive hypothesis.

• If πk(I) = gk, then we note that [gk+1, I] = gk+1 because gk+1 is simple, so I = I ′ ⊕ gk+1 for some
other ideal I ′, for which we again use the inductive hypothesis. ■

Corollary 4.49. Any ideal in a semisimple Lie algebra is semisimple. Any quotient of a semisimple Lie
algebra is semisimple.

4.5 October 21
Today we begin talking about representations of semisimple Lie algebras.
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4.5.1 More on Derivations
Here is a nice aside.

Proposition 4.50. Fix a semisimple Lie algebragover a fieldF of characteristic0. Then the mapad• : g→
Der(g) is a bijection.

Proof. We checked earlier that ad• at least outputs to derivations. It is injective because the kernel is the
abelian Lie ideal z(g), which is trivial because g is semisimple. It remains to check surjectivity.

For example, we check that g ⊆ Der(g) is a Lie ideal. Indeed, for anyX ∈ g and a ∈ Der(g), we would like
to check that [a, adX ] is still of the form ad•. Well, for any Y ∈ g, we compute

[a, adX ](Y ) = a([X,Y ])− [X, a(Y )] = [a(X), Y ] = ada(X) Y,

where we have used the Jacobi identity.
The moral of the story is that the Killing form K of Der(g) will restrict to g as its own Killing form Kg.

Because g is semisimple, we know that K|g is thus non-degenerate. Now, let I := g⊥, which we would like
to vanish. Well, I ⊆ Der(g) is an ideal satisfying [I, g] = 0, which means that any a ∈ I and X ∈ g makes
[a, adX ] = ada(X) (see above) vanish, meaning a(X) = 0 by injectivity, so a = 0. ■

Corollary 4.51. Fix a semisimple Lie algebra g over a fieldF ∈ {R,C}. Then the Lie algebra of the group
G := Aut(g) is g.

Proof. We already know that Aut(g) has Lie algebra Der(g). ■

This provides a clean way to produce a Lie group for a semisimple Lie algebra.

4.5.2 Motivating H1

We are going to show that representations of semisimple Lie algebras are completely reducible. For this,
as in Theorem 3.73, the key point is to show that irreducible subrepresentations have a complement. Thus,
for our Lie algebra g, we would like to know when a short exact sequence

0→ U → V →W → 0

of representations will split into a direct sum V = U ⊕ W . Well, we can surely decompose V = U ⊕ W
as vector spaces, but this need not make the g-action-commute: in general, there will be some function
a : g→ HomF (W,U) such that

ρV (X)(u,w) = (ρU (X)u+ a(X)w, ρW (w))

by properties of the short exact sequence, and one can check that a is a linear map satisfying

([X,Y ](u,w)−XY + Y X)(u,w) = (a([X,Y ]), 0),

so one finds that
a([X,Y ]) = [X, a(Y )] + [a(X), Y ],

where we interpret [X, a(Y )] as ρU (X) ◦ a(Y ) − a(Y ) ◦ ρV (X) and similar for [a(X), Y ]. This notation is
actually okay because one can see that [X, a] is the natural action of g on HomF (W,U).

This motivates the following definition.

Definition 4.52 (Z1(g, E)). Fix a representation E of a Lie algebra g. Then the 1-cocycle group Z1(g, E)
consists of the group of morphisms a : g→ E satisfying

a([X,Y ]) = X · a(Y )− Y · a(X).
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Example 4.53. One sees that Z1(g, F ) consists of functionals g → F which vanish on commutators, so
this space is simply (g/[g, g])∨. For example, if g is semisimple, then Z1(g, F ) vanishes.

Example 4.54. One sees that Z1(g, g) consists exactly of the derivations Der(g).

Thus far we have showed that any extension produces a cocycle. In fact, one can check that a 1-cocycle
a ∈ Z1(g,HomF (W,U)) produces a representation ρa : g→ gl(U ⊕W ) by

ρa(X)(u,w) := (ρU (X)u+ a(X)w, ρW (X)w)

which sits in the short exact sequence

0→ U → U ⊕W →W → 0.

In the sequel, we may call this ρa by simply Va. Of course, if a = 0, then the short exact sequence splits, but
this condition is too strong for our purposes.

To set ourselves up, recall that a morphism of extensions U and W is a diagram of the following form.

0 U Va W 0

0 U Vb W 0

We are interested in classifying the extensions up to isomorphism. Thus far, we have found a way to list
out all extensions as V•, but we still need to check when they are isomorphic. Well, if f : Va → Vb is an
isomorphism of short exact sequences, then following around the diagram means that

f(u,w) = (u+ φ(w), w)

for some φ : W → U . Note that any such morphism is automatically an isomorphism of vector spaces: its
inverse is (u,w) 7→ (u−φ(w), w). Anyway, to check that φ is a morphism of representations, we must check
that f ◦ ρa(X) = ρb(X) ◦ f for all X ∈ g, which upon expansion yields

(Xu+Xφw + b(X)w,Xw)
?
= (Xu+ a(X)w + φXw,Xw),

so we see that we end up asking for

a(X)− b(X)
?
= Xφ− φX = [X,φ].

Thus, we see thatVa ∼= Vb if and only ifa−b lives in the space of homomorphisms of the formX 7→ (Xφ−φX)
for some φ ∈ HomF (W,U). This motivates the following definition.

Definition 4.55 (B1(g, E)). Fix a representation E of a Lie algebra g. Then the 1-coboundary group
B1(g, E) consists of the group of morphisms a : g → E for which there exists a vector v ∈ E such
that

a(X) = X · v.

Example 4.56. We can compute that B1(g, g) consists of the maps a : g → g of the form a = adY for
some Y ∈ g. Thus, B1(g, g) consists of the inner derivations.

Remark 4.57. One can check that B1(g, E) ⊆ Z1(g, E).

Thus, we have the following definition.
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Definition 4.58 (H1(g, E)). Fix a representation E of a Lie algebra g. Then the first cohomology group
H1(g, E) is the quotient

H1(g, E) :=
Z1(g, E)

B1(g, E)
.

For convenience, we also define Ext1g(W,U) := H1(g,Hom(W,U)).

Example 4.59. Above we showed that Ext1g(W,U) classifies extensions

0→ U → V →W → 0

of representations.

Example 4.60. Thus, we see that Proposition 4.50 has showed that

H1(g, g) = 0.

Remark 4.61. There is a general procedure to define Hn(g, E) for any n ≥ 0. It can be constructed as
the cohomology of the “Chevalley complex” defined by

0→ E → Homk(g, E)→ Homk

(
Alt2 gE

)
→ · · · ,

where

df(X1 ∧ · · · ∧Xk) :=

k∑
i=1

(−1)i−1Xif(X1 ∧ · · · X̂i ∧ · · ·Xk)−
k∑

i,j=1

(−1)i−j+1f([Xi, Xj ]∧ · · · ∧ ∧X̂i ∧ X̂j).

Alternatively, we can simply see this as the Ext groups for the ring Ug. For example, one can compute
that H0(g, E) consists of the g-fixed points of E.

4.6 October 23
Today we show that representations of semisimple Lie algebras are completely reducible.

4.6.1 Complete Reducibility
Complete reducibility basically amounts to showing that any short exact sequence

0→ U → V →W → 0

of g-representation splits, which last time we checked is equivalent to asking forExt1(W,U) to vanish. Thus,
we are after a result for vanishing of cohomology, so we pick up some theory around cohomology.

Lemma 4.62. Fix a Lie algebra g. Then a short exact sequence

0→ U → V →W → 0

of representations of g gives rise to a longer exact sequence

0→ Ug → V g →W g δ→ H1(g, U)→ H1(g, V )→ H1(g,W ).
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Proof. Label our maps by

0→ U
α→ V

β→W → 0.

In the sequel, we may view the embedding α : U → V as an identification.
The exactness of

0→ Ug → V g →W g

follows because this is simply a restriction of the short exact sequence. Explicitly, exactness at V g has a little
content: for some v ∈ V g which is in the kernel of the map V g → W g, we know that there is some u ∈ U
such that α : u 7→ v; however, this is a morphism of representations, soXα : u 7→ Xv vanishes for allX ∈ g,
so the injectivity of α requires Xu = 0 for all X, so u ∈ Ug.

Our next step is define the map δ. Well, we take some w ∈ W g. We need to get all the way to U , so we
begin by pulling this element back to some v ∈ V . Then we define the 1-cocycle cv : g→ U by

cv(X) := Xv,

which we note will vanish when mapped toW (becausew ∈W g) and hence can be identified with an element
of U . Additionally, we note that this is actually a 1-cocycle because

cv([X,Y ]) = [X,Y ]v = XY v − Y Xv = Xcv(Y )− Y cv(X).

Quickly, note that this mapw 7→ cv is well-defined up to cohomology class: namely, if we choose a different
v′ lifting w, then the difference cv − cv′ is a coboundary in B1(g, U). Namely, there is some u ∈ U such that
v′ = u+ v, and we can compute that

cv′(X) = cv(X) +Xu,

and the mapping u 7→ Xu is a 1-cobounary.
We now check the remaining exactness points.

• Exact at W g: note that any v ∈ V g has β(v) lifting to v ∈ V g, which has cv = 0, so δ(β(v)) = 0. On the
other hand, for any c ∈ H1(g, U) which vanishes inH1(g, V ), we are being told that c is a 1-coboundary
in H1(g, V ), so there exists v ∈ V such that c(X) = Xv for all v, so c = cv = δ(β(v)) is in the image
from W g.

• Exact at H1(g, V ) follows by restriction of the short exact sequence again. In one direction, any c ∈
H1(g, U) vanishes in H1(g,W ) because α(β(c))(X) vanishes always. In the other direction, if c ∈
H1(g, V ) vanishes under β, then c(X) ∈ U for all X ∈ g, so c actually defines an element of H1(g, U).

■

We are after some vanishing result for H1, as follows.

Theorem 4.63. Fix a semisimple Lie algebra g over a field F of characteristic 0. For any representation
V of g, we have H1(g, V ).

Proof. We proceed in steps.

1. We begin by reducing to the case where V is an irreducible representation. This is by induction on
dimV . Indeed, suppose we have the result for irreducible representations. For any representation V ,
find an irreducible subrepresentation U ⊆ V . Then Lemma 4.62 produces the exact sequence

H1(g, U)→ H1(g, V )→ H1(g, V/U).

The left term vanishes because U is irreducible, and the right term vanishes because V/U has smaller
dimension than V , so we may apply an inductive hypothesis. Thus, the middle term vanishes.
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2. For the rest of the proof, we will assume that V is an irreducible representation; in fact, H1(g, F ) = 0
by Example 4.53, so we may assume thatV ̸= F . Imitating the idea of Theorem 3.73, we are interested
inZ(Ug). Well, suppose that there is c ∈ Z(Ug) such that ρV (c) is a nonzero scalar λ idV but ρF (c) = 0.
Then we claim that H1(g, V ) = Ext1g(F, V ) vanishes. Well, suppose that we have some extension

0→ V
α→W

β→ F → 0

which we would like to split. To make this split, we will eventually define a function s : F →W splitting
β, but for this, we should look for s(1). Well, by scaling and using c suitably, we can find w ∈ W such
that β(w) = 1. Now, we note that we can adjust W by some w by some λ−1cw in order to further get
cw = 0.
We now use w to define the required splitting. Define s : F → W by s(1) := w. Notably, Fw ⊆ W
is a subrepresentation: for any X ∈ g, we see that β(Xw) = Xβ(w) = 0, so Xw ∈ V , but then
λXw = cXw = Xcw = 0, so Xw = 0. Thus, s is the required splitting.

3. We are now on the hunt for the desired c ∈ Z(Ug). Let BV (x, y) := tr ρV (X)ρV (Y ). Note that BV
needs to be nonzero on the image of g → gl(V ): Lemma 4.43 would then imply that the image of g
would be solvable, which is a problem because g has no nonzero solvable quotients (as these would
lift to solvable ideals of g), meaning that V is the trivial representation.
Now, g will split into K ⊕ g′, where K is the kernel of BV . Then we can select a basis {x1, . . . , xn} of
g′, and then BV provides a dual basis {x∨1 , . . . , x∨n} of g′. We now define

C :=

n∑
i=1

xix
∨
i ,

which is some element ofUg. One can check that this does not depend on the choice of basis and lives
in Z(Ug), and in fact C|F = 0. Further, we see that tr ρV (C) = dim g because BV (xi, x∨i ) = 1, so
ρV (C) ̸= 0; further, one can check that C is a scalar when passing to the algebraic closure, so C must
just be a scalar. Thus, we are done by the previous step. ■

From the theorem, we get the desired result.

Corollary 4.64. Fix a semisimple Lie algebra g over an algebraically closed field F of characteristic 0.
Then any representation V of g is completely reducible.

Proof. Induct on dimV . For dimV ∈ {0, 1}, there is nothing to do. For the inductive step, find an irreducible
subrepresentation U ⊆ V , and then we see that the short exact sequence

0→ U → V → (V/U)→ 0

must split by Theorem 4.63, so complete reducibility for V follows from the inductive hypothesis applied to
U and V/U . ■

We can use this result to prove the Levi decomposition for reductive groups.

Corollary 4.65 (Levi decomposition). A reductive Lie algebra g over an algebraically closed field F of
characteristic 0 is the direct sum of an abelian and semisimple Lie algebra.

Proof. We want to show that the exact sequence

0→ z(g)→ g→ gss → 0

splits. Well, the action of g on z(g) actually descends to make z(g) into a representation of gss. Thus, this is
a short exact sequence of representations of gss, so this splits as a sequence of representations of gss. But
then we only need to add the center back in to see that this implies the splitting of Lie algebras. ■
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4.7 October 25
Today we begin discussing root decompositions.

4.7.1 Jordan Decomposition for Semisimple Lie Algebras
Fix a Lie algebra g over a fieldF . We begin with some motivational discussion. We would like to make sense
of decomposing g into eigenspaces; here is one such avatar of this.

Lemma 4.66. Fix a Lie algebra g over an algebraically closed field F . For anyX ∈ g, let gλ be the gener-
alized eigenspace for the operator adX : g→ g with eigenvalue λ. Then the decomposition

g =
⊕
λ∈F

gλ

has [gλ, gµ] ⊆ gλ+µ for any λ, µ ∈ F .

Proof. Choose Y ∈ gλ andZ ∈ gµ so that we want to show (adX − (λ+µ))•[Y, Z] vanishes for large enough
power. Well, selecting some N > 0, we see

(adX − (λ+ µ))N =
∑

a+b+c=N

(
N

a, b, c

)
adaX(−λ)b(−µ)n,

which when applied to [Y,Z] will rearrange into∑
k+ℓ=N

(
N

k

)[
(adX − λ)kY, (adX − µ)ℓZ

]
.

This will vanish for N large enough, so we are done. ■

In order to make this decomposition a diagonalization, we pick up the following definitions.

Definition 4.67 (semisimple, nilpotent). Fix a Lie algebra g. Then X ∈ g is semisimple if and only if
adX : g→ g is a semisimple operator. Further, X ∈ g is nilpotent if and only if adX : g→ g is nilpotent.

Remark 4.68. Note X ∈ g is both semisimple and nilpotent if and only if adX vanishes, which is equiv-
alent to X ∈ z(g).

The Jordan decomposition grants the following.

Proposition 4.69. Fix a Lie algebra g over a perfect field F . Then eachX ∈ g admits a unique decompo-
sition

X = Xs +Xn

where Xs is semisimple, Xn is nilpotent, and [Xs, Xn] = 0. In fact, if Y ∈ g has [X,Y ] = 0, then
[Xs, Y ] = 0.

Proof. Because g is semisimple, we may embed g ⊆ gl(g) via ad•. Now, in gl(g), we do have a decomposition
X = Xs +Xn where Xs, Xn ∈ gl(g) are semisimple and nilpotent (respectively) and satisfy XsXn = XnXs

(so that [Xs, Xn] = 0), and we know that this is the only possible decomposition. Furthermore, we see that
Xs, being a polynomial in X in gl(g), implies that [X,Y ] = 0 forces [Xs, Y ] = 0.

It remains to check that these elements actually live in g. Well, for eachλ ∈ g, define gλ as in Lemma 4.66,
and our construction ofXs yields [Xs, Y ] = λY for each Y ∈ gλ. Thus, the conclusion of Lemma 4.66 allows
us to check that adXs

: g→ g is a derivation! However, all derivations come from g because g is semisimple,
so Xs ∈ g after all. Thus, Xn = X −Xs lives in g as well, so we are done. ■
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Remark 4.70. For sln(F ), one can check that the above Jordan decomposition coincides with the usual
one.

Corollary 4.71. Suppose g is a nonzero semisimple Lie algebra over a perfect field F . Then there exists
a nonzero semisimple element X.

Proof. If not, Proposition 4.69 forces all elements of g to be nilpotent, so g is nilpotent, so g = 0 because g
is semisimple. ■

4.7.2 The Root Decomposition
We are now interested in repeating our eigenvalue decomposition for semisimple elements.

Definition 4.72 (toral). Fix a Lie algebra g. A subalgebra h ⊆ g is toral if and only if h is abelian, and all
elements of h are semisimple.

Example 4.73. For sln(F ), we see that there is a subalgebra h of the diagonal matrices.

We now decompose with respect to toral subalgebras.

Proposition 4.74. Fix a semisimple Lie algebra g over an algebraically closed field F , and let h ⊆ g be a
toral subalgebra. Suppose B is a non-degenerate symmetric bilinear form on g.

(a) For each functional α : h→ F , let gα be the eigenspace of g with the corresponding eigenvalue α.
Then

g =
⊕
α∈h∨

gα.

(b) For each α, β ∈ h∨, we have [gα, gβ ] ⊆ gα+β .

(c) We have B(gα, gβ) ̸= 0 if and only if α+ β = 0.

(d) The bilinear form B is non-degenerate when restricted to gα × g−α for any α ∈ h∨.

Proof. Note (a) and (b) are immediate from Lemma 4.66, where we use the fact that h has semisimple el-
ements in order to diagonalize, and we use the fact that h is abelian to simultaneously diagonalize. For (c),
we choose Y ∈ gα and Z ∈ gβ and X ∈ h, and we see

α(X)B(Y,Z) = B(adX Y, Z) = B(Y, adX Z) = β(X)B(Y,Z)

by the invariance of the bilinear form. Thus, (α + β)(X) = 0 for all X ∈ h, or B(Y,Z) = 0 for all Y ∈ gα
and Z ∈ gβ , which proves (c). Now, (d) follows because B must be non-degenerate, and (c) tells us that B
vanishes except on the given subspaces. ■

Remark 4.75. Note that g0 is the commutator of h by its definition.

Remark 4.76. In fact, we claim that g0 ⊆ g is reductive because the invariant bilinear formB restricts to
be non-degenerate on g.
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Remark 4.77. Furthermore, we see that X ∈ g0 will imply that Xs ∈ g0 because X commutes with h
implies that Xs commutes with g; thus, we are also able to say that Xn ∈ h.

In order to profit the most from our toral subalgebra, we would like for it to be large.

Definition 4.78 (Cartan subalgebra). Fix a Lie algebra g. Then a toral subalgebra h ⊆ g is Cartan if and
only if h equals its own centralizer.

Example 4.79. One can check by hand that the diagonal torus of sln(F ) is Cartan.

Let’s check that such things exist.

Lemma 4.80. Fix a semisimple Lie algebra g over a perfect field F of characteristic 0. Then a toral sub-
algebra h ⊆ g is a Cartan subalgebra if and only if h is a maximal toral subalgebra.

Proof. We show our implications separately. Let C(h) be the centralizer of h.

• If h is Cartan, then we note that h is a maximal torus. Indeed, if we have a toral subalgebra h′ such that
h ⊆ h′, then h′ is contained in the centralizer of h, so h′ ⊆ h because h is Cartan.

• Suppose that h is a maximal toral subalgebra, and choose someX commuting with h, and we want to
show that X ∈ h. Well, Proposition 4.69 implies Xs also commutes with h, so h + FXs is an abelian
algebra consisting of semisimple elements (these elements commute, so sums of them will be simul-
taneously diagonalizable, so this algebra still has semisimple elements), so Xs ∈ h by the maximality
of h.
Now, C(h) is reductive by an above remark, and we see that all X ∈ C(h) will have adXs

vanish on
C(h), so adX must be nilpotent on C(h). Thus, C(h) is nilpotent as well by Engel’s theorem, so C(h)
must be abelian.
We would like to show that C(h) is furthermore consisting of semisimple elements, which will com-
plete the proof by the ambient maximality. Well, for any nilpotentX ∈ C(h), we see that any Y ∈ C(h)
has [Y,X] = 0 by the commutativity, so the composite adX ◦ adY is nilpotent as an operator g → g
(because X is nilpotent, and these operators commute), so

trg(adX ◦ adY ) = 0,

soX is in the kernel of the Killing form of C(h), so X = 0 because the Killing form is non-degenerate.
■

We are now ready to state our root decompositions.

Corollary 4.81 (root decomposition). Fix a semisimple Lie algebra g over an algebraically closed field F
of characteristic 0 and choose a Cartan subalgebra h ⊆ g. Let Φ be the collection of nonzeroα ∈ h∨ such
that gα ̸= 0. Then

g = h⊕
⊕
α∈Φ

gα.

Proof. Immediate from Proposition 4.74. ■

Definition 4.82 (root system). Fix a semisimple Lie algebra g over an algebraically closed fieldF of char-
acteristic 0 and choose a Cartan subalgebra h ⊆ g. Then the collection Φ of nonzero α ∈ h∨ such that
gα ̸= 0 is called the root system.
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Example 4.83. For sln(F ), we choose h to be the diagonal subalgebra. Let ei ∈ h∨ be the projection
onto the (i, i) coordinate. Then we compute that adX(Eij) = (Xi −Xj)Eij for any X ∈ h, so our root
system consists of the functionals ei − ej for each i ̸= j.

4.8 October 28
Today there is a sub. We are going to continue talking about root decompositions.

4.8.1 More on Root Decompositions
As usual, g is semisimple, and we give it a Cartan subalgebra h ⊆ g. Then recall the decomposition

g = h⊕
⊕
α∈Φ

gα,

where Φ is our root system. One can show that Cartan subalgebras are unique up to conjugation, which
shows that the root system Φ is essentially independent of the choice of h.

Quickly, we note that the study of root systems immediately goes down to simple Lie algebras.

Proposition 4.84. Fix a semisimple Lie algebra g over an algebraically closed field F of characteristic 0.
Write g as a sum g1 ⊕ · · · ⊕ gn of simple Lie algebras.

(a) For each i, choose a Cartan subalgebra hi ⊆ gi, producing a root system Φi. Then h1 ⊕ · · · ⊕ hn is
a Cartan subalgebra g, and the corresponding root system Φ is disjoint union Φ1 ⊔ · · · ⊔ Φn.

(b) Any Cartan subalgebra of g is a direct sum of Cartan subalgebras of the g•s.

Proof. Note that (a) has little content: one simply has to compute the centralizer to see that h1 ⊕ · · · ⊕ hn
is Cartan, which is doable because the factors have split up g into a direct sum already. (Of course this sum
is abelian.) For (b), let h be some Cartan algebra of g, and we set hi to be pri(h). One can check then that hi
equals its own centralizer in gi by lifting to h; thus, h is contained in the Cartan subalgebra

h1 ⊕ · · · ⊕ hn,

so equality follows because Cartan subalgebras are maximal. ■

We set some notation for future use. Fix a semisimple Lie algebra g over an algebraically closed field F of
characteristic 0, and let h ⊆ g be a Cartan subalgebra. Let B be an invariant non-degenerate bilinear form
on g, which induces an isomorphism h→ h∨ denoted Hα 7→ α for any α ∈ h∨. Explicitly, we have that

B(α, β) = ⟨Hα, β⟩ = B∨(Hα, Hβ)

for any α, β ∈ h∨.

Lemma 4.85. Fix notation as above. For any e ∈ g−α and f ∈ g−α, we have

[e, f ] = (e, f)Hα.

Proof. It is enough to compute ([e, f ], h) for any h ∈ h and compare it with Hα. Well, by the invariance, we
see that

B([e, f ], h) = −B(e, [h, f ]) = ⟨h, α⟩B(e, f) = B(e, f)B(h,Hα),

so we get the result by the non-degeneracy of B on h. ■
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Lemma 4.86. Fix notation as above. If α ∈ Φ, then B(α, α) ̸= 0.

Proof. Choose e ∈ gα and f ∈ g−α so that B(e, f) ̸= 0, which is possible because B restricts to a non-
degenerate form on gα × g−α. Now, define h := [e, f ] = B(e, f)Hα (via the previous lemma). Now, consider
the algebra a generated by {e, f, h}. Notably,

[h, e] = ⟨h, α⟩e = B(α, α)B(e, f)e,

and
[h, f ] = −⟨h, α⟩f = −B(α, α)B(e, f)f.

Thus, supposing for the sake of contradiction thatB(α, α) = 0, then we see that our Lie algebra a is solvable
(!), so Lie’s theorem allows us to choose a basis in g such that the adjoint operators ade, adf , adh are upper-
triangular. Because h = [e, f ], we see that h is strictly upper-triangular and hence nilpotent. On the other
hand, h ∈ h lives in a Cartan subalgebra, so h is also semisimple, so we conclude h = 0, so B(e, f)Hα = h
vanishes, so B(e, f) vanishes, which is a contradiction to its construction! ■

Proposition 4.87. Fix notation as above, and choose e ∈ gα and f ∈ g−α such that B(e, f) = 2/B(α, α).
Then let

hα :=
2Hα

B(α, α)
.

Then ⟨hα, α⟩ = 2, and the elements {e, f, hα} induce an embedding sl2(F )→ g, whose image we denote
by sl2(F )α.

Proof. One checks the commutator relations everywhere (as we did in the previous lemma) to see that we
have indeed defined an embedding. ■

Remark 4.88. One can check that the subalgebra sl2(F )α is independent of the choices we made. For
example, we can reduce to the case where this is simple, and then one can check directly (by adjusting
everything by scalar) that hα is independent of B, and then we see that the choices of e and f also do
not adjust the end product sl2(F )α.

This copy of sl2(F )α allows us to reduce some study of g back down to sl2, which we understand well.

Lemma 4.89. Fix notation as above, and choose some α ∈ Φ. Then

V := Chα ⊕
⊕
k∈Z
k ̸=0

gkα

is an irreducible representation of sl2(F )α.

Proof. Choose e and f as usual. Note that [gkα, e] ⊆ g(k+1)α, and [e, gα] ⊆ Fhα, and one has similar re-
sults for f . Then we see that V is a representation of sl2(F )α, and one can explicitly compute its weight
decomposition as having V [k] = 0 when k is odd and V [2k] = gkα for nonzero k, and V [0] = Fhα is one-
dimensional. Our classification of irreducible representations of sl2(F )α allows us to conclude from staring
at the 0-dimensional subspace. ■

Remark 4.90. By looking at gα ⊆ V , we see that gα must be one-dimensional by the classification of
irreducible representations of sl2.

Let’s prove a few more things.
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Lemma 4.91. Fix notation as above. Then Φ spans h∨.

Proof. Find h ∈ h such that ⟨h, α⟩ = 0 for all α ∈ Φ, and we will show that h = 0; this implies that Φ⊥ = 0
and hence that Φ spans h. But then our root decomposition forces adh to vanish, so h is in the center of g, so
h = 0 because g is semisimple. ■

Lemma 4.92. Fix notation as above. For any two roots α and β, we have

2B(α, β)

B(α, α)
∈ Z.

Proof. View g as a representation of sl2(F )α. Then all weight spaces are known to be given by integers, so
we note that the elements of gβ have weight given by ⟨hα, β⟩, which is the number in question. ■

4.9 October 30

We continue discussing properties of our root decompositions.

4.9.1 Even More on Root Decompositions
As usual, g is semisimple, and we give it a Cartan subalgebra h ⊆ g. Then recall the decomposition

g = h⊕
⊕
α∈Φ

gα,

where Φ is our root system. Last time, we argued that

Vα,β =
⊕
k∈Z

gβ+kα

is an irreducible representation of sl2(F )α. (We actually showed this for β = 0, but the same proof goes
through once we establish that one of the weight spaces is one-dimensional.) This will allow us to define a
reflection operator.

Lemma 4.93. Fix notation as above, and choose some α ∈ Φ. Then define sα : h∨ → h∨ by

sα(λ) := λ− 2
B(λ, λ)

B(α, α)
α.

Then sα maps Φ→ Φ.

Proof. Given β ∈ Φ, we want to check that sα(β) ∈ Φ. Well, the point is that sα(β) is β minus some number
of copies m := 2B(β, β)/B(α, α) of α. To show that sα(β) lives in Φ, we should find a nonzero vector in
gsα(β). For example, if m ≥ 0, we choose nonzero X ∈ gβ and then find that fmα X ∈ gα−mβ , so we get our
root. The point is that m is small enough so that we don’t escape our nonzero weight spaces: notably, gβ
already has weight m with respect to our action of sl2(F )α, so the space with weight−m is nonzero! ■
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4.9.2 Regular Elements
We now embark on a technical condition to understand “generic” semisimple elements, like diagonal ma-
trices in sln(F ) with distinct eigenvalues. The point is that we may hope to produce Cartan subalgebras as
the centralizer of such a generic element. We begin with a few definitions to define the notion of regular-
ity.

Definition 4.94 (nullity). Fix a Lie algebra g. Given X ∈ g, we define the nullity n(X) as the multiplicity
of 0 as a generalized eigenvalue of the operator adX : g→ g.

Remark 4.95. Note that n(X) ≥ 1 always because adX(X) = 0.

Remark 4.96. Equivalently, we can say that n(X) = dimkerXs (over a perfect field), where Xs is the
semisimple part of the Jordan decomposition.

Definition 4.97 (rank). Fix a Lie algebra g. Its rank is

rank g := min
X∈g

n(X).

Remark 4.98. Because n(X) is bounded by 1, we see rank g ≥ 1 always.

Example 4.99. For someX ∈ gln(F )with eigenvalues {λ1, . . . , λn}, one sees that adX diagonalizes with
respect to the basis of elementary matrices, so adX has eigenvalues

{λi − λj : 1 ≤ i, j ≤ n}.

Thus, we see that the smallest number of 0s we can get is n, which happens when all eigenvalues are
distinct. A similar argument shows rank sln(F ) = n− 1.

This allows us to define regularity.

Definition 4.100 (regular semisimple). Fix a Lie algebra g. An element X ∈ g is regular semisimple if
and only if n(X) = rank g. We denote this set by greg.

Remark 4.101. Usually, X ∈ g is called regular when dimker adX equals rank g. This may allow some
nonzero nilpotent elements: for example, the element of sln(F )with one Jordan block with generalized
eigenvalue 0 will have the correct value of dimker adX .

Example 4.102. From our previous example, we see that X ∈ gln(F ) is regular semisimple if and only
if all its eigenvalues are distinct (thus forcing X to be semisimple).

To justify that greg consists of generic elements, we show that it is Zariski open.

Lemma 4.103. Fix a finite-dimensional Lie algebra g over an algebraically closed field F . Then greg is
open and dense in g. If F = C, then it is also connected.

143



4.9. OCTOBER 30 261A: LIE GROUPS

Proof. We will find a polynomial equation cutting out g \ greg. Well, for any X ∈ g, we let PX(T ) be the
characteristic polynomial of adX , which we note has coefficients

an(X)Tn + · · ·+ a0(X)

which are polynomials inX. Indeed, the adjoint representation ad• : g→ gl(g) is some linear map and hence
polynomial, so the coefficients of adX are linear in X ∈ g, so the characteristic polynomial has coefficients
which are polynomial inX ∈ g. Now, n(X) is equal to the multiplicity of 0 as a root ofPX(T ). In other words,
setting r := rank g, we see that all coefficients after ar(X) always vanish, and ar(X) ̸= 0 if and only if X is
regular semisimple.

It remains to show that the nonzero locus of the polynomial ar is connected, open, and dense. Well, it is
open by continuity of polynomials, and it is dense because a polynomial vanishing on a full open ball vanishes
on infinitely many points (even after fixing all but one coordinate) and hence must vanish. For connectivity,
choose anyX and Y and consider the complex line ℓ connectingX to Y . Then the locus where ar is nonzero
on ℓ is simply ℓminus some number of points, but one can choose a path through the two-dimensional space
C (living inside the plane ℓ) avoiding these finite number of points. ■

We now begin talking about Cartan subalgebras.

Lemma 4.104. Fix a semisimple Lie algebra g over an algebraically closed field F , and let h be a Cartan
subalgebra.

(a) dim h = rank g.

(b) h ∩ greg consists of the set of elements X ∈ h such that α(X) ̸= 0 for all α ∈ Φ.

Proof. Here we go.

(a) Choose a connected Lie groupGwith LieG = g; for example, we showed earlier thatG = Aut(g)◦ will
do. Consider the action map of ψ : G× h→ g given by g ·X := Adg(X). Taking the differential of ψ at
some (1, X) ∈ G× h, we see that

dψ(1,X)(Y, Z) =
d

dt
Ade(tY (X + tZ)) = [Y,X] + Z

for Y ∈ g and Z ∈ h, upon computing the derivatives separately in each component. Notably, the
kernel of this differential consists of the elements of the form (Y,−[Y,X]), where Y ∈ g satisfies
[Y,X] ∈ h. For example, consider the restriction of the action to

V := {X ∈ h : ⟨X,α⟩ ≠ 0 for all α ∈ Φ}.

Then any X ∈ V has commutator equal to exactly h by the root decomposition.
We now claim that ker d(1,X)ψ|G×V is exactlyC(x), which will complete the proof by a dimension com-
putation. Well, using the Killing form as a non-degenerate bilinear form, we see that

K([Y,X], Z) = K(Y, [X,Z]) = 0,

so [Y,X] ∈ h if and only if [Y,X] = 0. In particular, we see that the differential d(1,X)ψ|G×V is surjective
(one can use the above computation of the differential plus the root decomposition combined with the
fact that [gα, X] = gα), so the image of ψ|G×V contains an open neighborhood UX of X in g.
Now, because greg is open and dense, so find some Y in the intersection of the form Y = Adg(X).
Now, n(Y ) = rank g, but an automorphism Adg tells us n(Y ) = n(X) = dimC(X) = dim h.

(b) Choose some X ∈ h. Then n(X) equals the dimension of C(X) (we are asking for the kernel of the
semisimple operator adX ), which is dim h plus the number of α ∈ Φ such that α(X) = 0 because this
is equivalent to [X, gα] = 0. (Notably, the action of adX already diagonalizes along the root decompo-
sition by its construction, so we can check for kernel of adX on each weight space individually!) ■
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4.10 November 4
Last class was cancelled due to a room lockout. Today we continue talking about regular elements.

4.10.1 Cartan Subalgebras via Regularity
We now use regularity for fun and profit.

Proposition 4.105. Fix a semisimple Lie algebra g over an algebraically closed field F of characteristic
0.

(a) For any regular semisimple element X, its centralizer C(X) is a Cartan subalgebra of g.

(b) For any Cartan subalgebra h, we have h = C(X) for some regular semisimple element X.

Proof. We quickly address (b). The lemma from last class shows that h contains a regular semisimple ele-
ment X, so h ⊆ C(X). However, dim h = rank g = dimC(X), so equality follows.

We spend the rest of our time focusing on (a). Note that CX is a toral subalgebra of g, so we get a root
decomposition ⊕

λ∈C
gλ,

where gλ is the eigenspace of adX with eigenvalue λ. For example, g0 = C(X) is a reductive subalgebra with
dimension dimC(X) = rank g.

Quickly, we claim that C(X) is nilpotent. It is enough to check that each Y ∈ C(X) has adY : C(X) →
C(X) a nilpotent operator. Well, note that X + tY ∈ C(X) has adX+tY |g/g0

invertible for small values of t
(because it is invertible at t = 0), so the null space ofX + tY has n(X + tY ) ⊆ C(X); on the other hand, the
rank bound requires n(X + tY ) ≥ rank g = dimC(X), so equality follows. BecauseX acts by 0 onC(X), we
thus conclude that adX+tY |C(X) is nilpotent for small t, so adY |C(X) is also nilpotent.

We are now ready to claim that g0 = C(X) is a Cartan subalgebra.

• Abelian: we already know that it is reductive and nilpotent, so it must be abelian.

• Semisimple: for any Y ∈ g0, we want to show that Yn = 0. Well, adYn is nilpotent, and g0 is abelian,
so adYn ◦ adZ is nilpotent for any Z ∈ g0, so the trace of this composite vanishes. But the trace of this
composite is the Killing form, which is non-degenerate on g0, so Yn = 0 follows.

• Cartan: note that g0 is now toral, so place it in some Cartan subalgebra g0 ⊆ h. But then the commu-
tator of h is contained in C(X) = g0, so equality follows. ■

Corollary 4.106. Fix a semisimple Lie algebra g over an algebraically closed field F of characteristic 0.

(a) Any regular element is semisimple.

(b) Any regular element is contained in a unique Cartan subalgebra.

Proof. For (a), note that any regularX will have adXs = (adX)s, so regularity ofX implies regularity ofXs.
But C(Xs) is then a Cartan subalgebra by the proposition, and X ∈ C(Xs), so X is semisimple!

Suppose X is regular and contained in a Cartan subalgebra h. Then C(X) is a Cartan subalgebra, but
h ⊆ C(X), so equality follows by maximality upon comparing dimensions. ■

Here is the main application of our discussion of regularity; note that this result’s statement does not men-
tion regularity at all!
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Theorem 4.107. Fix a semisimple Lie algebra g over an algebraically closed field F of characteristic 0.
Then any two Cartan subalgebras are conjugate in the following sense: if G is a connected Lie algebra
with LieG = g (such as G = Aut(g)◦), then any two Cartan subalgebras h1 and h2 have g ∈ G such that
h2 = Adg h2.

Proof. Note that Cartan subalgebras of g all look like commutators of regular elements, which will be how
we profit. As such, we define an equivalence relation on greg by saying that X ∼ Y if and only if the Cartan
subalgebras C(X) and C(Y ) are conjugate; we will not bother to check that this is an equivalence relation.

The main claim is that the equivalence class of some X ∈ greg contains an open neighborhood of X.
Well, any element in C(X) of course lives in the same equivalence class; further, we see that C(AdgX) =
Adg C(X) by a quick computation, so we conclude that the equivalence class fully consists of the elements
of the form Adg Y for any Y ∈ C(X) and g ∈ G. However, Lemma 4.104 checked that

{Adg Y ∈ greg : Y ∈ C(X), g ∈ G}

is open.
We now finish the proof: all equivalence classes are open in greg, so by taking complements, we see that

they are also all closed. Because greg is connected, we conclude that there must be only one equivalence
class. ■

Remark 4.108. Next class we will start talking about root systems abstractly. We will want to work
over R throughout instead of C, which we note is legal basically because the root system has integral
eigenvalues, so everything can be done on the level of a lattice. For example, one can check that there
is a decomposition h = hR⊕ ihR (because these cannot really intersect after we have an integral lattice),
and the Killing form is positive-definite on hR (becauseK is basically a sum of square of eigenvalues of
h).

4.11 November 6

Today we start talking about abstract root systems.

4.11.1 Classical Root Systems

Let’s begin by reviewing some root systems we already know about.

Example 4.109 (type An−1). Take g = sln(F ) with Cartan subalgebra h given by the diagonal matrices.
Then h∨ is spanned by projections ei : h → F onto the ith diagonal coordinate, with the relation e1 +
· · · + en = 0. The adjoint action of h on g is diagonalized by having kernel h and eigenvectors Eij for
i ̸= j with nonzero eigenvalues ei − ej . Thus, our root system is

{ei − ej : i ̸= j}.
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Example 4.110 (type Dn). Take g = so2n to preserve J := [ 1
1 ]. Then

g =

{[
A B
C −A⊺

]
: B⊺ = −B,C⊺ = −C

}
.

For example, one can check that h (given by diagonal matrices) is once again a Cartan subalgebra. From
here, one can diagonalize the adjoint action by having kernel h and eigenvectors from elementary matri-
ces inA (with eigenvalues ei−ej ) and elementary matrices inB (with eigenvalues ei+ej ) and elementary
matrices in C (with eigenvalues−ei − ej ). Thus, our root system is

{ei − ej : i ̸= j} ⊔ {ei + ej : i < j} ⊔ {−ei − ej : i < j}.

Example 4.111 (type Bn). Take g = so2n+1 to preserve J := diag
(
1,
[

1n
1n

])
. Then

g =


 u −u
w A B
−w C −A⊺

 : B⊺ = −B,C⊺ = −C

 .

For example, one can check that h (given by diagonal matrices) is once again a Cartan subalgebra. From
here, one can diagonalize the adjoint action by having kernel h and eigenvectors from elementary matri-
ces inA (with eigenvalues ei−ej ) and elementary matrices inB (with eigenvalues ei+ej ) and elementary
matrices in C (with eigenvalues−ei − ej ) and elementary matrices in u and w (with eigenvalues ei and
−ei). Thus, our root system is

{ei − ej : i ̸= j} ⊔ {ei + ej : i < j} ⊔ {−ei − ej : i < j} ⊔ {±ei}.

Example 4.112 (type Cn). Take g = sp2n to preserve J :=
[

1
−1

]
. Then

g =

{[
A B
C −A⊺

]
: B = B⊺, C = C⊺

}
.

Once again, h given by diagonal matrices is a Cartan subalgebra and then diagonalize the adjoint action
of h on g. The same sort of elementary matrices show that our root system is

{ei − ej : i ̸= j} ⊔ {ei + ej : i < j} ⊔ {−ei − ej : i < j} ⊔ {±2ei}.

Remark 4.113. In all the above computations, one can choose a non-degenerate bilinear form on g to
be some multiple of ⟨X,Y ⟩ := trXY (possibly off by a factor of 2), scaled so that ⟨ei, ej⟩ = 1i=j .

4.11.2 Abstract Root Systems

We would like to codify combinatorial properties of our known root systems in order to begin doing some
classification.
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Definition 4.114 (root system). Let E be a finite-dimensional Q-vecotr space equipped with an inner
product. A finite subset Φ ⊆ E \ {0} is a root system if and only if it satisfies the following axioms.

• Spans: Φ spans E.

• For each α, β ∈ Φ, the number nαβ := 2 (α,β)
(α,α) is an integer.

• Reflections: for all α, β ∈ Φ, the reflection

sα(β) := β − nαβα

is in Φ.

Example 4.115. By combining Lemmas 4.92 and 4.93, one sees that the root system attached to a
semisimple Lie algebra is in fact a root system in the above sense.

Example 4.116. Let Φ ⊆ E be a root system. If E′ ⊆ E is any sublattice spanned by Φ ∩ E′, then
Φ ∩ E′ ⊆ E′ is a root system. For example, one can start with any sublattice E′′ and then define E′ :=
span(Φ ∩ E′′).

Example 4.117. For root systems Φ1 ⊆ E1 and Φ2 ⊆ E2, then Φ1⊔Φ2 is a root system ofE1×E2. Here,
E1 × E2 has been given the inner product structure where E1 and E2 are orthogonal subspaces. For
example, if Φ1 ⊆ E1 and Φ2 ⊆ E2 are root systems attached to semisimple Lie algebras g1 and g2, then
we showed earlier that Φ1 ⊔ Φ2 is the root system attached to g1 × g2.

Remark 4.118. Let Φ ⊆ E be a root system. Note that sα(α) = −α, so one sees that−Φ = Φ.

In fact, we want to look at a finer subset of root systems.

Definition 4.119 (reduced). A root system Φ ⊆ E is reduced if and only if having α and cα ∈ Φ for some
c ∈ Q requires c ∈ {±1}.

Example 4.120. One can check that root systems attached to semisimple Lie algebras are reduced.

We are interested in classification results, so we define some related notions and invariants.

Definition 4.121 (isomorphism). An isomorphism of two root systems Φ1 ⊆ E1 and Φ2 ⊆ E2 is an
isomorphism of vector spaces φ : E1 → E2 such that φ(Φ1) = φ(Φ2) and satisfying

nαβ = nφ(α)φ(β)

for each α, β ∈ Φ1.

Remark 4.122. Importantly, we do not care if φ preserves the full inner products onE1 andE2 because
one expects to be able to adjust the inner product up to scalar on simple factors, which should not affect
whether we think that the actual root systems are the same.

While we’re here, we pick up a few more definitions.
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Definition 4.123 (coroot). Fix a root system Φ ⊆ E. Then the coroot α∨ is the functional α∨ : E → Q
given by

α∨(λ) := 2
(α, λ

(λ, λ)

Let’s provide some invariants of root systems for our classifications later.

Definition 4.124 (rank). Fix a root system Φ ⊆ E. Then the rank is rankΦ := dimE.

Definition 4.125 (Weyl group). Fix a root system Φ ⊆ E. The Weyl group W (Φ) is the subgroup of
GL(E) generated by the reflections {sα}α∈Φ.

Example 4.126. On the homework, we can check that W (Φ) = Sn when Φ has type An−1.

Remark 4.127. One can check thatW (Φ) is always a finite subgroup of O(E). Certainly it is a subgroup
of O(E) because the reflections can be checked to preserve the inner product, and this subgroup is
finite because an element of W is uniquely determined by its action on Φ (because Φ spans E, and the
reflections preserve Φ), and Aut(Φ) is finite. Of course, in general we expect W (Φ) ⊊ Aut(Φ) ∩ O(E);
for example, in type An−1, there is an automorphism sending x 7→ −x, but this is not realized in W (Φ)
for n ≥ 3.

4.11.3 Root systems of Rank 2
Let’s work towards a classification of reduced root systems of rank 2. One can hope to build a general clas-
sification result from here by passing to the rank 2 case: for a general root system Φ of rank larger than 2,
one can pick up linearly independent roots α, β ∈ Φ and then study the root system Φ ∩ span{α, β}.

Well, our root system Φ of rank 2 is spanned by two roots α and β. Say that the angle between them is φ,
and we will suppose that |α| ≥ |β|without loss of generality; we also suppose that φ is as small as possible
for our root system. For example, we see that

nαβ = 2
(α, β)

(α, α)
= 2
|β|
|α|

cosφ

by using the fact that (α, β) = |α| · |β| · cosφ. Similarly, one finds that

nβα = 2
|α|
|β|

cosφ.

Thus, nαβnβα = 4 cos2 φ needs to be a nonnegative integer, so one has the following cases.

1. Suppose 4 cos2 φ = 0 so that φ = π
2 . In this case, one finds that we must have |α| = |β| up to scaling.

This is A1 ⊔A1, and it looks like the following.
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Note that we cannot add more roots because the smallest angle would no longer be π/4. Also note
that we have assumed our root systems are reduced, so we cannot (say) add 2α.

2. Suppose 4 cos2 φ = 1. Then φ = π
3 or φ = 2π

3 . In all cases, one finds that |α| = |β| by solving back
for nαβ , which one can check produces the same root system. This is A2 = D2, and it looks like the
following.

Again, we cannot add any more vectors because the smallest angle would become smaller than π/3.

3. Suppose 4 cos2 φ = 2. Then φ = π
4 or φ = 3π

4 . In this case, one finds that |α|2 = 2 |β|2, which one can
check produces the same root system. This is B2 = C2, and it looks like the following.

As usual, we cannot add more roots because it would decrease the size of the smallest angle.

4. Suppose 4 cos2 φ = 3. Then φ = π
6 or φ = 5π

6 . In this case, one finds that |α|2 = 3 |β|2, which one can
check produces the same root system. This is type G2. It looks like the following.

As usual, we cannot add any more roots due to the angle.

Note that our classification produces the following result.

Corollary 4.128. Let Φ ⊆ E be a reduced root system. If α, β ∈ Φ have (α, β) < 0, then α+ β ∈ Φ.

Proof. Note that α and β span a reduced root system of rank 2. Then one can appeal to the classification
given above and check each case by hand. ■

4.12 November 8
Today we continue talking about abstract root systems.

150



4.12. NOVEMBER 8 261A: LIE GROUPS

4.12.1 Positive and Simple Roots
For our discussion, fix a root system Φ ⊆ E. We now fix some t ∈ E which is not orthogonal to any element
in Φ, which is possible because these orthogonality lines are only cutting out some positive codimension
subspace of E. A choice of t allows us to sign the roots.

Definition 4.129 (positive). Fix a root systemΦ ⊆ E. Given t ∈ Ewhich is not orthogonal to any element
in Φ, we say that a root α ∈ Φ is positive if and only if (t, α) > 0 and negative if and only if (t, α) < 0.
The set of positive roots is denoted Φ+, and the set of negative roots is denoted Φ−. Note that we are
omitting the choice of t from our language and our notation because it will never change.

Example 4.130. Consider Φ of type An−1. Then note that (t, ei − ej) = 0 if and only if ti − tj = 0, so
we may choose t so that t1 > · · · > tn. Then one finds that ei − ej ∈ Φ+ if and only if i < j by a direct
computation:

(t, ei − ej) = ti − tj .

By adjusting the ordering of the entries in t, one can see that the choice of polarizations of Φ are in
bijection with Sn.

Having a notion of positive allows us to find the smallest roots.

Definition 4.131 (simple). Fix a root system Φ ⊆ E. A positive root α is simple if and only if it cannot be
written as the sum of positive roots.

Remark 4.132. Note that every positive root α can be written as the finite sum of simple roots. This is
by induction on (t, α) > 0. If α is already simple, then there is nothing to do. Otherwise, we can write
α = β + γ where β and γ are both positive, and then we see that 0 < (t, β), (t, γ) < (t, α), so we are
done by the inductive hypothesis.

Simple roots will form the core of the entire root system, as we will soon see.

Lemma 4.133. Fix a root system Φ ⊆ E. If α and β are distinct simple roots, then (α, β) ≤ 0.

Proof. Suppose for the sake of contradiction that we had (α, β) > 0. Then (α,−β) < 0, so α− β ∈ Φ. If this
is a positive root, then α = (α−β)+β, so α fails to be simple; if this is a negative root, then β = (β−α)+α,
so β fails to be simple. In all cases, we derive a contradiction. ■

Theorem 4.134. Fix a root system Φ ⊆ E, and let ∆ be the collection of simple roots. Then ∆ is a basis
of Φ.

Proof. We already know that ∆ spans positive roots, so it spans all roots by taking signs, so it spans E
because E = spanΦ. It remains to show that ∆ is linearly independent. For brevity, set ∆ = {α1, . . . , αm},
and suppose that we have some relation ∑

i∈I
ciαi =

∑
j∈J

cjαj ,

where each c• is positive and I ∩ J = ∅. Now, because our inner product is positive-definite, we see that

0 <

(∑
i∈I

ciαi,
∑
i∈I

ciαi

)
=

(∑
i∈I

ciαi,
∑
j∈J

cjαj

)
=
∑
i,j

cicj(αi, αj) ≤ 0,

where we have used the lemma in the last inequality. ■
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Example 4.135. Consider Φ of type An−1. Then one can show that the collection

{ei − ei+1 : 1 ≤ i < n}

is a collection of simple roots. We can see that this is a basis of E, which is the subspace of Qn cut out
by the coordinates summing to 0.

Remark 4.136. Note that it follows that any root in Φ can be written uniquely as an integer linear com-
bination of simple roots in ∆. Further, the coefficients are all nonnegative if the root is positive, and the
coefficients are nonpositive if the root is negative.

The previous remark permits the following definition.

Definition 4.137 (height). Fix a root system Φ ⊆ E, and let ∆ be a collection of simple roots. Then the
height of a positive root α ∈ Φ is the sum

∑
β∈∆ nβ , where the nβs satisfy

α =
∑
β∈∆

nββ.

Example 4.138. For any positive root ei − ej where i < j, we see that

ei − ej =
j−1∑
k=i

(ek − ek+1),

so the height of this root is j − i.

As an aside, we note that there is a dual notion for everything we have done so far.

Definition 4.139. Fix a root system Φ ⊆ E. Then we define the dual root system Φ∨ ⊆ E∨ to be

{α∨ : α ∈ Φ} .

Remark 4.140. One can check that Φ∨ is a root system when Φ is, and one can check that Φ∨ is reduced
when Φ is. Note that a choice of t ∈ E produces a dual t∨ ∈ E∨ given by the inner product, and one can
check that positive (and simple) roots of Φ correspond to positive (and simple) roots of Φ∨.

4.13 November 13
We began class talking about our various lattices.

4.13.1 Various Lattices
Now that everything is proven to be integral, we note that we could more or less just work with the following
lattices.

• There is a root lattice Q := Z[Φ] ⊆ E.

• There is a coroot lattice Q∨ := Z[Φ∨] ⊆ E∨.
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• There is a weight lattice
P := {λ ∈ E : (λ, α∨) ∈ Z for all α∨ ∈ Φ∨}.

In particular, the dual of the coroot (−, α∨) is referred to as a fundamental weight. Note that Q ⊆ P
because (α, β∨) ∈ Z always.

• There is a coweight lattice
{λ∨ ∈ E∨ : λ∨(α) ∈ Z for all α ∈ Φ}.

Example 4.141. Take Φ of type A1. Then we have a single root α given by hα ∈ sl2(C). Then Q = Zα,
but P = 1

2Zα because
(
1
2α, α

∨) = 1.

Example 4.142. Take Φ ⊆ E of type An−1. Then Q is the collection of vectors in Zn with sum 0. In
contrast, we find that P consists of the vectors (λ1, . . . , λn) ∈ E with the constraint λi − λj ∈ Z for all
i and j by trying to pair elements of E with (ei − ej) ∈ Φ. As such, we see that P has translates of Q by
vectors (t, . . . , t) for t ∈ Q, but summing to 0 requires t ∈ 1

2nZ/Z. We find P/Q = Z/nZ.

Remark 4.143. Essentially by construction, we see that the Weyl group has an action on all of our lat-
tices. Namely,Q is spanned by roots, so the Weyl group of course acts onQ, and it acts onQ∨ and then
P by taking enough duals.

4.13.2 Weyl Chambers
Given some t ∈ E, one produces a polarization Φ = Φ+ ⊔ Φ−. However, we see that this choice of decom-
position only depends on the choice of signs (t, α). As such, one can imagine moving t around until hitting a
“wall”

Lα = {t ∈ E : (t, α) = 0}

where a sign change (and thus change in polarization) can occur.

Definition 4.144 (Weyl chamber). Fix a root system Φ ⊆ E. A Weyl chamber is a connected component
of

ER \
⋃
α∈Φ

Lα,

where Lα is the wall {t ∈ E : (t, α) = 0}.

The point is that t, t′ ∈ ER live in the same Weyl chamber if and only if there is a path connecting the two,
which implies that they produce the same polarization. Conversely, if they produce the same polarization,
then one checks that they satisfy all the same inequalities when paired with roots in Φ, which is exactly a
Weyl chamber. More precisely, given some ε : Φ→ {±1}, we may define

Cε := {t ∈ ER : ε(α)(t, α) > 0},

and then we see that Cε is either empty or equal to a Weyl chamber. Of course, it is always possible to be
empty because one cannot always solve this system of inequalities.

Here are some geometric facts.

Lemma 4.145. Fix a root system Φ ⊆ E, and let C ⊆ ER be a Weyl chamber.

(a) The closure C is a convex cone.

(b) The boundary ∂C is a union of codimension one faces F which live in exactly one “wall” Lα.
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Proof. Checking (a) is direct: we have to check thatC is closed under nonnegative linear combination, which
is direct. Checking (b) is just some geometry. ■

As such, given a polarization of Φ, we may define the positive Weyl chamber

C+ := {t ∈ E : (t, α) > 0 for all α ∈ Φ+}.

One can check that the walls of C+ are given exactly by the simple roots of this polarization: certainly

C+ = {t ∈ E : (t, α) for α ∈ ∆}

by taking positive linear combinations of simple roots to get positive roots. From here, one can check that
we have Lαs for α ∈ ∆ as our walls.

Unsurprisingly, we have a Weyl group action.

Proposition 4.146. Fix a root system Φ ⊆ E. The Weyl group acts transitively on the set of Weyl cham-
bers.

Proof. It is not hard to check that the Weyl group action on E descends to an action on the Weyl chambers
simply by staring at our inequalities. Thus, the difficulty comes from checking the transitivity. Well, note
that if C and C ′ share an adjacent face Lα, then sα(C) = C ′, which again we can see by writing out the
relevant inequalities.

Thus, given any two Weyl chambersC andC ′, we want to show that we can connect them by a sequence
of Weyl chambers which share a face. Well, choose sufficiently generic t ∈ C and t′ ∈ C ′ so that the line
segment connecting t to t′ intersects walls (but never more than one at once). Ordering which chambers this
line segment goes through, we get a sequence of Weyl chambers C = C0, C1, . . . , Cn = C ′ each of which
share a face. Applying the previous paragraph inductively completes the proof. ■

Corollary 4.147. Fix a root system Φ ⊆ E. Given two polarizations Φ = Φ+ ⊔ Φ− and Φ = Φ′
+ ⊔ Φ′

−
giving simple roots ∆ ⊆ Φ and ∆′ ⊆ Φ′, there is an element w ∈W (Φ) such that w∆ = ∆′.

Proof. The walls of the Weyl chamber corresponding toC+ get permuted to the walls of the Weyl chamber
corresponding to C ′

+. ■

We now reduce to simple reflections, which are reflections belonging to simple roots.

Lemma 4.148. Fix a polarized root system Φ ⊆ E. For every Weyl chambersC, there are simple reflec-
tions s1, . . . , sn such that

C = s1 · · · sn(C).

Proof. Choose generic t ∈ C and t′ ∈ C+, and suppose the line segment connecting t to t′ passes throughm
walls. Ifm = 1, there is nothing to do, so we assumem > 1 and induct. Well, we can moveC to an adjacent
chamber via a reflection which is simple with respect to some polarization, but a Weyl element conjugates
this reflection to one simple with respect to the polarization given by C+. So we are done. ■

4.14 November 15

Today we continue talking about Weyl chambers.
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4.14.1 More on Weyl Chambers
Here are a couple more facts.

Corollary 4.149. Fix a root system Φ ⊆ E. The Weyl group is generated by simple reflections.

Proof. By moving the positive Weyl chamber transitively, we see that each α ∈ Φ has Lα = wLβ for some
β ∈ ∆. This implies that sα = wsβw

−1 for some w which is the product of simple reflections, so we are
done. ■

Corollary 4.150. Fix a reduced root system Φ ⊆ E with collection of simple roots ∆. Then Φ =W (Φ)∆.

Proof. The construction of the previous corollary has α = ±w(β), so we are done. ■

Remark 4.151. This implies that a root system Φ can be recovered from its collection of simple roots:
if ∆ is the collection of simple roots of some root system, then the Weyl group S is recovered from the
group generated by the simple reflections, and the root system is recovered as W (∆).

It will be helpful to pick up a notion of length for the Weyl element, to aid our combinatorics.

Definition 4.152 (length). Fix a polarized reduced root system Φ with polarization given by t ∈ E and
simple roots∆. Forw ∈W , its length ℓ(w) is the number of root hyperplanes separatingC+ andw(C+).
Here, a hyperplane Lα separates two Weyl chambers if and only if they lie on opposite sides of Lα,
meaning that t ∈ C+ and t′ ∈ w(C+) has (t, α)(t′, α) < 0. One can unwind this definition as

ℓ(w) = #{α ∈ Φ+ : (t, wα) < 0}.

Remark 4.153. Note that ℓ(w) = ℓ
(
w−1

)
by a direct counting argument.

Example 4.154. If w = sα is a simple reflection, then ℓ(w) = 1 because Lα is the only hyperplane sepa-
rating C+ and sα(C+).

To continue our discussion, we take a lemma.

Lemma 4.155. Fix a polarized reduced root system Φ ⊆ E, and define

ρ :=
1

2

∑
α∈Φ+

α.

Then ⟨ρ, α∨
i ⟩ = 2 (ρ,αi)

(αi,αi)
= 1 for each simple root in {α1, . . . , αn}.

Proof. One finds that si(ρ) = ρ − αi because si can only flip the positive root αi and must leave the other
fixed (because they live in C+). This then finishes by a computation. ■

Anyway, here is the point of defining length.
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Theorem 4.156. Fix a polarized reduced root system Φ ⊆ E with simple reflections {s1, . . . , sn}. For
w ∈W (Φ), let

w = si1 · · · siℓ
be an expression for w as a product of simple reflections with minimal possible length. Then ℓ = ℓ(w).

Proof. For each j ∈ {0, . . . , ℓ}, we define Cj := si1 · · · sijC+. Then Cj and Cj+1 are adjacent separated only
by Lsi1 ···sijαj+1

. This yields ℓ(w) ≤ ℓ because we have shown that C+ and wC+ are separated by at most ℓ
walls.

To show the other inequality, consider the straight-line path from a point inC+ to a point inw(C+), which
pass through exactly ℓ(w) hyperplanes. Taking the hyperplanes that this path intersects, we see that

w = si1 · · · sjℓ(w)
,

so we see that ℓ ≤ ℓ(w) by the minimality of ℓ. ■

We are now allowed to define a reduced product.

Definition 4.157 (reduced). Fix a polarized reduced root system Φ ⊆ E. For w ∈W (Φ), an expansion

w = si1 · · · siℓ

of w into a product of simple reflections is reduced if and only if ℓ = ℓ(w).

And here are some nice corollaries.

Corollary 4.158. Fix a reduced root system Φ ⊆ E. The Weyl group acts simply transitively on the
collection of Weyl chambers.

Proof. Choose a polarization of Φ, which amounts to choosing some C+. We already know our action is
transitive, so it remains to show that the action is free. Well, if w(C+) = C+, we would like to show that
w is the identity. Well, w(C+) = C+ implies that ℓ(w) = 0, so w can be written as a product of zero simple
reflections, so w is the identity. ■

Corollary 4.159. Fix a polarized reduced root system Φ ⊆ E. Let C− := −C+ be the negative Weyl
chamber, and choose the unique w ∈ W such that w(C+) = C−. Then ℓ(w0) = #Φ+, and for any
w′ ̸= w, we have ℓ(w′) < ℓ(w).

Proof. Certainly ℓ(w0) = #Φ+ is maximal by definition of ℓ(w0). This is unique by being simply transitive
because C− is unique as being separated from C+ by all root hyperplanes. ■

4.14.2 Cartan Matrices
Our overall goal is to classify root systems. We will only classify reducible ones for the following rea-
son.

Definition 4.160 (irreducible). A root system Φ ⊆ E is reducible if and only if it can be written as Φ =
Φ1 ⊔ Φ2 where Φ1 and Φ2 are perpendicular. Otherwise, Φ is irreducible.
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Remark 4.161. If Φ is a polarized reduced root system with simple roots ∆, then we note that the re-
ducibility can be seen on the level of the simple roots. If Φ reduces as Φ1 ⊔Φ2 with simple roots ∆1 and
∆2, then ∆ = ∆1 ⊔∆2 by uniqueness of having the simple roots (e.g., as a basis). Conversely, if one can
decompose ∆ = ∆1 ⊔ ∆2 with ∆1 and ∆2 orthogonal, then we can recover Φ1 and Φ2 as Weyl group
orbits W (∆1)∆1 and W (∆2)∆2. One sees that W (Φ) =W (∆1)×W2(∆2), so

Φ =W (∆1 ⊔∆2) =W (∆1) ⊔W (∆2),

allowing us to check that W (∆1) and W (∆2) are in fact root systems witnessing the decomposition of
Φ.

Remark 4.162. The above remark shows that any root system can be written uniquely as the disjoint
union of irreducible ones.

We are now ready to define the Cartan matrix.

Definition 4.163 (Cartan matrix). Fix a polarized reduced root system Φ ⊆ E with simple roots ∆. Then
the Cartan matrix A(Φ) is the matrix with entries

Aij := ⟨α∨
i , αj⟩ = 2

(αi, αj)

(αi, αi)
.

Remark 4.164. The Cartan matrix fully determines the root system. Indeed, these inner products are
enough to define the simple reflections on the level of the simple roots. The simple roots form a basis,
so one can apply as many simple reflections as possible to eventually build the full root system.

Remark 4.165. By definition of the root system, we see that Aii = 2.

Remark 4.166. Simple roots have obtuse angles, so Aij is a nonpositive integer for i ̸= j.

Remark 4.167. The matrix {(αi, αi)aij} can be checked to be a positive-definite symmetric matrix.

4.15 November 18
Today we continue talking about Cartan matrices.

4.15.1 Dynkin Diagrams
We now use Cartan matrices to define Dynkin diagrams. We take our r simple roots {α1, . . . , αr}, and we
note that

(αi, αj)
2

(αi, αi)(αj , αj)

equals 4 cosφ where φ is the angle between αi and αj . In particular, we see that this must live in {0, 1, 2, 3}.
Now, to define our Dynkin diagram, we begin with r vertices labeled α1, . . . , αr. Then we connect αi and

αj by 4 cosφ edges, and we put an arrow pointing to the shorter root when this value is not 1. Here are some
examples.
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Example 4.168. Here is the Dynkin diagram for A1 ⊔A1.

• •

Example 4.169. Here is the Dynkin diagram for A2.

• •

Example 4.170. Here is the Dynkin diagram for B2.

• •

Example 4.171. Here is the Dynkin diagram for G2.

• •

The point is that the Dynkin diagram encodes all the information about the Cartan matrix, so it also classifies
our root system. This graph is just some piece of combinatorics, so a significant amount of effort allows us
to classify them. There are four infinite families, as follows.

• Type An.
• • · · · •

• Type Bn.
• • · · · • •

The root at the end is en.

• Type Cn.
• • · · · • •

The root at the end is 2en.

• Type Dn.
•

• • · · · •

•

• Type E6.
•

• • • • •

• Type E7.
•

• • • • • •
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• Type E∗.
•

• • • • • • •

• Type F4.
• • • •

• Type G2.
• •

Let’s sketch some part of the proof of the classification.

1. There are no cycles. If there was a cycle consisting of the roots α1, . . . , αm, then one can compute that
the vector

α = α1 + · · ·+ αm

has (α, α) = 0, but this is impossible because (·, ·) is positive-definite.

2. There are no vertices of degree at least 4. Indeed, suppose β is adjacent to {α1, α2, α3, α4}. Then one
finds that

γ := 2β + (α1 + α2 + α3 + α4)

has (γ, γ) = 0, which is the desired contradiction.

3. There is at most one vertex of degree 3. Otherwise, we have a subgraph which looks like the following.

β1 β2

α1 α2 · · · αm

β4 β3

This time, we find that γ = 2(α1 + · · ·+ αm) + (β1 + · · ·+ β4) has (γ, γ) = 0.

4. We are now able to say that our Dynkin diagram looks like the following.

β1

...

βp−1

δ1 · · · δr−1 α γq−1 · · · γ1

We now define β :=
∑
i iβi and γ :=

∑
i γi and δ :=

∑
i δi, and we find that(

α,
β

|β|

)2

+

(
α,

γ

|γ|

)2

+

(
α,

δ

|δ|

)2

< (α, α)
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by the ambient geometry. Now, a direct computation shows that (α, β) = −p+1 and (β, β) = p(p−1),
and we have something similar for the remaining. Thus, we have the inequality

(p− 1)2

p(p− 1)
+

(q − 1)2

q(q − 1)
+

(r − 1)2

r(r − 1)
< 2,

which rearranges into
1

p
+

1

q
+

1

r
> 1.

If any of these vanish, we get type An. If we have (2, 2, n), then we get type Dn+2. The remaining
solutions are (2, 3, 3) or (2, 3, 4) or (2, 3, 5), which are types E6 or E7 or E8 respectively.
Let’s give an argument that this classifies the solutions (p, q, r): certainly one of the variables must be
2 because 1

3 + 1
3 + 1

3 = 1, so say p = 2. Then we are solving 1
q + 1

r >
1
2 . One of {q, r}must be 2 or 3

because 1
4 + 1

4 = 1
2 , so say we have q ∈ {2, 3}. If q = 2, then r can be anything. If q = 3, then we see

that r ∈ {3, 4, 5}, as required.

4.15.2 Serre Relations
We would like to take a root system and then produce a Lie algebra from a root system.

Theorem 4.172. Fix an algebraically closed field F of characteristic 0. Let h ⊆ g be a Cartan subal-
gebra of a semisimple Lie algebra g over F , and let Φ ⊆ h∨ be the root system. Further, let (·, ·) be
a non-degenerate invariant symmetric bilinear form on g. Fix a polarization Φ = Φ+ ⊔ Φ−, and let
∆ = {α1, . . . , αr} be the simple roots.

(a) The subspaces n± =
⊕

α∈Φ±
gα are subalgebras, and we have g = h⊕ n+⊕ n+ (as vector spaces).

(b) Choose ei ∈ gαi and fi ∈ gαi such that (ei, fi) = 2/(αi, αi), and set hi := [ei, fi] for each i. Then
{e1, . . . , er} generate n+ and {f1, . . . , fr} generate n−, and {h1, . . . , hr} forms a basis of h.

(c) Set aij := ⟨α∨
i , αj⟩ to be the entries of the Cartan matrix. Then the elements ei, fi, hi satisfy the

root decomposition relations 
[hi, hj ] = 0,

[hi, ej ] = aijej ,

[hi, fj ] = −aijfj ,
[ei, fj ] = 1i=jhi,

and the Serre relations {
ad1−aijei ej = 0,

ad
1−aij
fi

fj = 0.

Proof. Here we go.

(a) This is direct from the root decomposition.

(b) The fact that the h•s form a basis of h• follows from the fact that the simple roots form a basis of h∨.
Now, letn′+ ⊆ n+ be the subalgebra spanned by the e•s. We would like to show thatn′+ = n+; an analo-
gous argument shows that the f•s span n−. Well, n′+ admits a root decomposition as

⊕
α∈Φ′

+
gα, where

Φ′
+ ⊆ Φ+ is some subset. Supposing this is not an equality for the sake of contradiction, we choose

α ∈ Φ+ \ Φ′
+ of minimal height. Then for each gα−αi

∈ n′+, we see that we must have [ei, gα−αi
] = 0

in order to actually have a subalgebra. Now, choosing nonzero x ∈ g−α, we note that any y ∈ gα−αi

must have
0 = (x, [ei, y]) = ([x, ei], y) = 0,

so [x, ei] = 0 follows. In particular, we use the fact that we have a representation over (sl2)i to note
that x becomes a vector of the highest weight, which eventually gives us our contradiction.
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(c) The root decomposition relations require no explanation except for [ei, fj ] = 0 when i ̸= j. Well,
[ei, fj ] ∈ gαi−αj , but αi − αj is not a root (it is neither negative nor positive!), so [ei, fj ] = 0.

For the last two relations, we will content ourselves with only showing the first because they are sym-
metric. View fj as an element of g, viewed as a representation of (sl2)i. Notably, ei · fj = [ei, fj ] = 0
implies that fj is expected to be a highest weight vector. To make this rigorous, we consider the sub-
representation U generated by fj and adfi(fj) and adfi(fj). Note that adhi

(fj) = −aij , so the weight
of fj is−aij , so the relation follows by the representation theory of sl2. ■

Remark 4.173. It turns out that this forms a full list of relations satisfied by the given basis, but it is
not obvious. Explicitly, it turns out that the given relations define a semisimple Lie algebra with root
system Φ, but we will not prove this here. However, it is not obvious that the given relations even form
a finite-dimensional Lie algebra!

The main point is that our simple Lie algebras are in bijection with Dynkin diagrams.

4.16 November 20

There’s nobody here today! We finished class by proving the Serre relations.

4.16.1 Highest Weights
We now begin discussing the representation theory of semisimple Lie algebras. On the homework, we will
prove the following.

Lemma 4.174. Fix a finite-dimensional representation V of a semisimple Lie algebra g. Let h ⊆ g be a
Cartan subalgebra.

(a) The action of h on V is semisimple.

(b) We have a weight decomposition
V =

⊕
λ∈h∨

V [λ],

where λ ∈ h∨ such that V [λ] ̸= 0 is called a weight; we note this set by P (V ). For each weight λ,
one has α∨(λ) ∈ Z for all roots α of g.

The above lemma lets us define a character theory.

Definition 4.175 (character). Fix a finite-dimensional representation V of a semisimple Lie algebra g.
Then we define the character of V as an element χV in the polynomial algebra Z

[
{eλ : λ ∈ P}

]
defined

by
χV :=

∑
λ∈P
V [λ] ̸=0

dimV [λ]eλ.

Remark 4.176. One can check that χV⊕W = χV + χW and χV⊗W = χV χW and χV ∨ = χV (where
conjugation sends eλ 7→ e−λ).

Remark 4.177. One can check that this agrees with our notion of characters for sl2.
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Remark 4.178. We have not yet shown that characters determine the representation up to isomor-
phism, but this will turn out to be the same.

It will be helpful for us to have an ordering on the weights.

Definition 4.179. Fix a semisimple Lie algebra g, and provide a polarization of its root system. Given
two elements λ, µ in P , we say that λ ≥ µ if and only if λ − µ is a nonnegative linear combination of
positive roots.

Anyway, let’s continue with our discussion of highest weights. We would like an intrinsic way to check for
vectors corresponding to highest weights.

Definition 4.180 (singular). Fix a semisimple Lie algebra g with Cartan subalgebra h and the usual root
decomposition. A vector v in a representation V is singular if and only if eiv = 0 for all ei corresponding
to a simple root.

Remark 4.181. For reducibility reasons, one cannot expect that singular vectors always have the highest
weight. In particular, if v is the highest weight vector for some V , andw is the highest weight vector for
some W , then both v and w are singular for V ⊕W , but is it possible for one to no longer actually have
the highest weight for V ⊕W .

Remark 4.182. One can check that any finite-dimensional representation has a singular vector.

Remark 4.183. Given a singular vector vλ ∈ V [λ], supposing that V is generated by vλ (for example, if
V is irreducible), then we find that V = Ug · vλ. But n+ and h do not act in an interesting way on vλ, so
we find that V = Un− · vλ, so the weights of V are seen to all be bounded above by λ.

Definition 4.184 (highest weight). Fix a semisimple Lie algebra g. A representation V is called a highest
weight representation if and only if it is generated by a singular vector.

Remark 4.185. One can check that irreducible representations V have only one singular vector up to
scalar, and the weight λ is larger than all other weights of V , so this is a genuine highest weight vector.
Additionally, one can check that λ ∈ P ∩ C+: one has α∨(λ) ≥ 0 for all positive roots α.

4.17 November 22
Today we continue talking about the representation theory of semisimple Lie algebras.

4.17.1 Verma Modules
To continue our classification, we will need to produce representations with a given highest weight. For this,
we pass to infinite-dimensional representations, and we will take a quotient only later.

Definition 4.186. Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. Given λ ∈ h∨, we de-
fine the Verma moduleMλ as the corresponding maximal highest weight representation. Explicitly, we
define Mλ as the quotient of Ug by the ideal generated by h− λ(h) and the ei.
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Remark 4.187. Here is another construction. Define n+ as the sum of the positive weight spaces of g,
and let b be the sum of h and n+. Then note that b can act on Cλ by λ, and one can induce this represen-
tation from Ub to Ug. Namely,

Mλ = Ug⊗Ub Cλ.

Note that the PBW theorem tells usUg = Un−⊗Ub, whereUn− is a free (right)Ub-module, so we get
left with Un−⊗C Cλ. For example, we see thatMλ has a basis given by vectors of the form uvλ where u
is some monomial in n− and vλ is a fixed nonzero vector in Cλ. This construction also explains that the
weights of Mλ are exactly the weights bounded above by λ.

Here are some more properties of Verma modules.

Lemma 4.188. Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. Given λ ∈ h∨ and rep-
resentation V , then Homg(Mλ, V ) is in bijection with singular vectors in V of weight λ. The bijection
sends f : Mλ → V to f(vλ), where vλ ∈Mλ is a fixed vector of weight λ.

Proof. This is simply Frobenius reciprocity. Indeed,

Homg(Mλ, V ) = HomUg

(
IndUg

Ub Cλ, V
)

= HomUb(Cλ, V ),

and this map sends f to f(vλ), where the point is that morphisms at the bottom are determined precisely
by where they send vλ, and one can check that the singularity condition is exactly what is dictated by being a
Ub-morphism: the weight comes from the action of h ⊆ b, and the singularity comes from the (trivial) action
of n+ ⊆ b. ■

Remark 4.189. As a consequence, we see that any representation V with a unique highest weight λ is
a quotient ofMλ. Indeed, the point is to check that the induced mapMλ → V is surjective, which is not
hard to check.

For our next result, we want the following lemma.

Lemma 4.190. Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. If V is aUg-module admit-
ting a weight decomposition, then the same is true for any subquotient.

Proof. If U ⊆ V is a subrepresentation, then it admits a weight decomposition with U [λ] := U ∩ V [λ]; it is
a little tricky to check that we actually produce a decomposition, but we will not write it out in detail here.
Then the quotient V/U also admits a weight decomposition with weight space V [λ]/U [λ]. ■

Corollary 4.191. Any highest weight Ug-module admits a weight decomposition.

Proof. Note Mλ admits a weight decomposition, so the result follows from the lemma. ■

Let’s see a couple examples.

Example 4.192. For g = sl2(C), given a weight λ, we see that Mλ has the weights

{λ, λ− 2, λ− 4, . . .},

where the corresponding vectors are f•vλ.
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Example 4.193. For g = sl3(C), given a weight λ, we see that Mλ has the weights

{λ− kα1 − ℓα2 : k, ℓ ≥ 0}.

Notably, these weight spaces may have higher dimension. For example, f1f2vλ and [f1, f2]vλ both pro-
duce the weight λ− α1 − α2.

In general, perhaps we want to compute the character of Mλ, which we see is

χMλ
=
∑
β∈Q+

dimMλ[λ− β]eλ−β .

Well, suppose we have a partition of β into a sum of positive roots γ1 + · · · + γk, we produce a vector
fγ1 · · · fγkvλ in the weight space Mλ[λ − β]. Now, the generating function for this construction turns out
to be ∏

α∈Φ+

(
1 + e−α + e−2α + · · ·

)
=
∑
β

#{partitions of β}e−β .

Thus, we find that

χMλ
=

eλ∏
α∈Φ+

(1− e−α)
.

4.17.2 Classifying the Highest Weights
Anyway, the point is that we are interested in quotients of Mλ.

Lemma 4.194. Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. For a weight λ, the Verma
module Mλ has a unique maximal proper subspace.

Proof. Note thatN ⊆Mλ is proper if and only if it fails to contain the vector vλ ∈Mλ[vλ]. Thus, we can just
take the sum of all submodules N ⊆Mλ such that N [λ] = 0. ■

Corollary 4.195. Fix a semisimple Lie algebra gwith Cartan subalgebra h ⊆ g. For a weightλ, the Verma
module Mλ has a unique irreducible quotient, which we denote Lλ.

Proof. This follows by taking the quotient by the unique maximal proper subspace given by the lemma. ■

As a result, we see that each irreducible finite-dimensional representation of g can be seen in one of theLλs.
We are left with the problem of determining which weights λ produce a finite-dimensional Lλ. For this, we
pick up the following definition.

Definition 4.196 (dominant integral). Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. A
weight λ ∈ h∨ is a dominant integral weight if and only if ⟨λ, α∨⟩ ∈ Z+ for all α ∈ Φ+.

On the homework, we show that the highest weights of finite-dimensional irreducible representations are
all dominant. Our end goal is to show the following result.

Theorem 4.197. Fix a semisimple Lie algebra g with Cartan subalgebra h ⊆ g. For weight λ, the irre-
ducible representation Lλ is finite-dimensional if and only if λ is dominant integral.

We begin with a lemma.
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Lemma 4.198. For dominant integral weight λ, define λi := α∨
i (λ) for each simple root αi. Then

fλi+1
i vλ = 0.

Proof. We use the representation theory of sl2(C)i. For example, being singular grants eivλ = 0 and hivλ =
λivλ. A computation in sl2(C)i shows that

eif
k
i vλ = k(λi − k + 1)fk−1vλ,

so for example eifλi+1
i vλ = 0. One can also check that ejfλi+1vλ = 0 for all j ̸= i, so the vector fλi+1

i vλ
must be singular. However, it has weight smaller than vλ, which violates the irreducibility of Lλ. ■

We will complete the proof next class.

4.18 December 2

Welcome back. I missed last lecture.

4.18.1 The Weyl Character Formula
Last class we proved that the quotientLλ is finite-dimensional if and only if λ is a dominant integral weight.
We are in the process of writing down the Weyl character formula for the character χλ of Lλ.

Remark 4.199. Recall that χV for a representation V of g has the following property: if G is a simply
connected Lie group with LieG = g, then any h ∈ h has

trV exp(h) =
∑
λ

dimV [λ]eλ(h),

which motivates the definition
χV :=

∑
λ

dimV [λ]eλ

as a formal sum.

Here is our statement.

Theorem 4.200 (Weyl character formula). Fix a complex semisimple Lie algebra g with root system Φ =
Φ+ ⊔ Φ− and Weyl group W . Let λ be a dominant integral weight. Then

χλ =

∑
w∈W

ε(w)ew(λ+ρ)−ρ

∏
α∈Φ+

(
1− e−α

) .

Here, ρ = 1
2

∑
α∈Φ+

α, and ε(w) = (−1)ℓ(w).

Proof. To begin our proof, we note that we can rewrite this denominator as

∆ := eρ
∏
α∈Φ+

(
1− e−α

)
=
∏
α∈Φ+

(
eα/2 − e−α/2

)
.
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For example, it follows that w ·∆ = ε(w)∆ for all w ∈W . We would now like to show that

∆χλ
?
=
∑
w∈W

ε(w)ew(λ+ρ).

Notably, the weights of Lλ are invariant under the action of W , so w · ∆χλ = ε(w)∆χλ. In particular, this
place will strong constraints on what the coefficients of the expansion

∆χλ =
∑
µ∈P

cµe
µ.

In particular, it is enough to compute cµ for µ ∈ P+ by applying the action ofW to get the remaining coeffi-
cients. The same is true for the right-hand side of our desired sum, so it remains to show that

{µ ∈ P+ : cµ ̸= 0} ?
= {λ+ ρ}.

Technically, this only checks that∆χλ and the sum are equal only up to some constant, but one can compute
the coefficient of eλ as 1 in order to achieve the actual equality.

To show the last claim, we build a resolution for Lλ. It is certainly surjected onto by Mλ, and the kernel
will be generated by some singular vectors in Mλ, which we will denote by Mv1i , . . . ,Mv1k1

. (Explicitly, the
v1is can be seen as vλ times some element of g.) One can repeat this process to build a resolution

· · · →
k2⊕
i=1

Mv2i →
k1⊕
i=1

Mv1i →Mλ →M → Lλ → 0.

Let’s explain why this process must terminate. The action of C ∈ Ug on Mλ is by (λ + 2ρ, λ), so we see
that each vij has (vij + 2ρ, vij) = (λ+ 2ρ, λ), but there are only finitely many weights that can achieve this.
This tells us that the resolution above must be finite and why each sum is finite: there are only finitely many
weights to go around! Taking characters, we see

χλ = χMλ
−

k1∑
i=1

χv1i +

k2∑
i=1

χv2i − · · · .

One can compute that

χMλ
=
eλ+ρ

∆

via the isomorphism Un− → Mλ given by u 7→ uvλ. Expanding this out, the key combinatorial input is that
the only vector v ∈ (λ − Q+) ∩ (P+ − ρ) such that (v + 2ρ, v) = (λ + 2ρ, λ) is v = λ, which one shows via
some geometric argument. ■

Remark 4.201. There exists a cleaner proof by constructing a better resolution for Lλ. However, then
one has to work much harder to write down this resolution.

4.18.2 Representation Theory of sln
We work with g := sln. Then h is the diagonal matrices diag(x1, . . . , xn) whose coordinates sum to 0, and we
see that P equals the n-tuples (y1, . . . , yn) such that yi− yj ∈ Z for all i and j and that

∑
i yi = 0. This group

is abstractly isomorphic to Zn/Z(1, . . . , 1); let ω1, . . . , ωn be the corresponding basis. Notably, we see that
P+ becomes decreasing sequences (k1, . . . , kn−1, 0), which is simply a partition with at most n−1 elements.
As usual, one can write down such a thing as a Young diagram. Let’s give a few examples.

Example 4.202. The standard representation V = Cn has highest weight vector e1 and corresponds to
L(1,0,...,0).
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Example 4.203. The representation ∧iV has highest weight vector e1 ∧ · · · ∧ ei and corresponds to
L(1,...,1,0,...,0) where there are i ones.

In general, if λ =
∑
i niωi, then one can find Lλ inside the tensor power

L⊗n1
ω1
⊗ · · · ⊗ Lnr

ωr
,

and in particular one uses the vector v⊗n1
ω1
⊗ · · · ⊗ v⊗nr

ωr
. One can show in this manner that the standard

representation V of sln generates the full tensor category RepC sln because one can find any representation
in any large enough tensor power.

4.19 December 4
We are almost done with the course, so let’s do some bonus stuff.

4.19.1 Character Theory
Let’s explain how to compute a q-deformation of the dimension.

Definition 4.204 (q-dimension). Fix a finite-dimensional representation V of a semisimple Lie algebra
g. Then we define the q-dimension by

dimq V := trV
(
q2ρ
)
=
∑
λ∈P+

dimV [λ]q2(ρ,λ).

Remark 4.205. This is the image of the characterχV under the homomorphismC[P ]→ C
[
q, q−1

]
given

by λ 7→ e2(λ,ρ).

Remark 4.206. Taking λ = 1 recovers the usual dimension.

Let’s use the Weyl character formula.

Theorem 4.207. Fix a semisimple complex Lie algebra g. For λ ∈ P+, we have

dimq Lλ =
∏
α∈Φ+

q(λ+ρ,α) − q−(λ+ρ,α)

q(ρ,α) − q−(ρ,α)
.

Proof. By the Weyl character formula, we get

dimq Lλ =

∑
w∈W

ε(w)q2(w(λ+ρ),ρ)

∏
α∈Φ+

q(α,ρ) − q−(α,ρ)
,

so it remains to rearrange the numerator. Well, using theW -invariance of the (·, ·), we see that the numer-
ator rearranges into

πλ+ρ

( ∑
w∈W

ε(w)e2(ρ)

)
,

whereπλ+ρ : C[P ]→ C
[
q, q−1

]
sends eµ 7→ e2(λ+ρ,µ). We are now done by takingλ = 0 in the Weyl character

formula. ■
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For example, we can take q → 1 in the above theorem to deduce that

dimLλ =
∏
α∈Φ+

(λ+ ρ, α)

(ρ, α)
,

where we are notably using the fact that

lim
q→1

qn − q−n

qm − q−m
=

n

m
.

While we’re here, we note that our characters form a basis of a suitable space, analogous to the situation
for finite groups.

Theorem 4.208. Fix a complex semisimple Lie algebra g. Then the characters {χλ}λ∈P+
form a basis of

C[P ]W .

Proof. To begin, we note that there is a basis of C[P ]W given by

mλ :=
∑
µ∈Wλ

eµ,

where Wλ refers to the W -orbit of λ. Now, the construction of Lλ tells us that its highest weights come
from mλ, so we can write

χλ = mλ +
∑
µ<λ

cλµmµ

for some coefficients cλµ. In particular, we see that the change-of-basis matrix from {mλ} to {χλ} is upper-
triangular. ■

Remark 4.209. As a corollary, we note that expressing a characterχV of a representation V recovers its
decomposition into irreducible representations.

4.19.2 Back to sln

Let’s do an example: let’s compute the characters of sln. Upon identifying P with Zn/Z(1, . . . , 1), we can
identify C[P ] with C[x1, . . . , xn]/(x1 · · ·xn− 1). The Sn-action then permutes the entries of P and hence the
x•s in C[P ].

Proposition 4.210. The Weyl denominator identity for sln asserts.∏
i<j

(xi − xj) =
∑
w∈Sn

sgn(w)xn−1
w(1)x

n−2
w(2) · · ·x

0
w(n).

Proof. The Weyl denominator identity takes λ = 0 in the Weyl character formula to find

eρ
∏
α∈Φ+

(
1− e−α

)
=
∑
w∈W

ε(w)ewρ.

By summing the positive roots, we find that ρ = (n − 1, n − 2, . . . , 1, 0). Plugging everything in completes
the proof. ■
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Remark 4.211. Notably, the right-hand side is the Vandermonde determinant

det

x
n−1
1 · · · 1
...

. . .
...

xn−1
n · · · 1

 .
Thus, we have recovered the evaluation of the Vandermonde determinant.

A similar computation is now able to show that λ = (λ1, . . . , λn) has

χλ =

det

x
λ1+n−1
1 · · · xλn

1
...

. . .
...

xλ1+n−1
n · · · xλn

n


det

x
n−1
1 · · · x01
...

. . .
...

xn−1
n · · · x0n


Note that it is not even totally obvious that this is a symmetric polynomial at all, but indeed it does, and we
even know that these characters make a basis of the symmetric polynomials. These are known as the Schur
polynomials, and they are denoted sλ.

Example 4.212. Take λ = (m, 0, . . . , 0). Then χλ is∑
1≤i1,...,im≤m
i1+···+im=m

xi11 · · ·ximm ,

which we see immediately allows us to read off the weights of Symm V .

Example 4.213. Take λ = (1, . . . , 1, 0, . . . , 0) with m ones. Then sλ is the mth elementary symmetric
polynomial ∑

1≤i1,...,im≤m
i1+···+im=m
i1,...,im distinct

xi11 · · ·ximm .

Remark 4.214. One knows that there are integers cνλµ such that

Lλ ⊗ Lµ =
⊕
ν∈P+

cνλµ,

which corresponds to an equality
sλsµ =

∑
ν∈P+

cνλµsν .

The coefficients cνλµ are called Littlewood–Richardson coefficients.

4.19.3 The Harish-Chandra Isomorphism
As usual, let g be a semisimple Lie algebra. We recall that sym defines an isomorphism

(Sg)G → Z(Ug),
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where G is the connected simply-connected Lie group with Lie algebra g. We would like a better under-
standing of the center Zg := Z(Ug) because they correspond to intertwining operators on the represen-
tations of g; for example, in the theory of finite-dimensional representations, we found great utility out of
merely the Casimir element. It is believable that perhaps having more elements in the center could have
other applications.

For each λ ∈ P+, we note thatZg acts by scalars onLλ, so we get a character χλ : Zg→ C. However, we
note that this central character only depends on the monomials in Uh, so there is a projection

Ug→ Uh.

In this way, we get an algebra homomorphismZg→ Sh. It is a theorem that this restricts to an isomorphism
Zg→ (Sh)W , where the W -action is given by w · f(λ) := f

(
w−1(λ+ ρ)− ρ

)
.

Example 4.215. One can use this isomorphism to compute Zsl2, recovering that it is generated by the
Casimir element. There is also a way to construct “higher Casimir” elements inZsln, which is computed
to be the symmetric polynomials in C[x1, . . . , xn] moduli e1 = x1 + · · ·+ xn.

Remark 4.216. In general, one expects C[h∨]W to be a polynomial algebra.
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